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abstract.  The problem of fake news impacts a massive online ecosystem of individuals and 
organizations creating, sharing, and disseminating content around the world. One effective ap-
proach to addressing false information lies in monitoring such information through an active, 
engaged volunteer community. Wikipedia, as one of the largest online volunteer contributor 
communities, presents one example of this approach. This Essay argues that the existing legal 
framework protecting intermediary companies in the United States empowers the Wikipedia 
community to ensure that information is accurate and well-sourced. The Essay further argues 
that current legal efforts to weaken these protections, in response to the “fake news” problem, are 
likely to create perverse incentives that will harm volunteer engagement and confuse the public. 
Finally, the Essay offers suggestions for other intermediaries beyond Wikipedia to help monitor 
their content through user community engagement. 

introduction 

Wikipedia is well-known as a free online encyclopedia that covers nearly 
any topic, including both the popular and the incredibly obscure. It is also an 
encyclopedia that anyone can edit, an example of one of the largest crowd-
sourced, user-generated content websites in the world. This user-generated 
model is supported by the Wikimedia Foundation, which relies on the robust 
intermediary liability immunity framework of U.S. law to allow the volunteer 
editor community to work independently. Volunteer engagement on Wikipedia 
provides an effective framework for combating fake news and false infor-
mation. 
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It is perhaps surprising that a project open to public editing could be highly 
reliable. Nevertheless, Wikipedia has historically performed similarly to tradi-
tional encyclopedias in terms of overall errors.1 The volunteer community has 
maintained consistently reliable, neutral, high-quality articles even on topics 
known to be controversial.2 In the course of dealing with the issue of “fake 
news,” which this Essay takes to include both intentionally and accidentally in-
accurate factual reporting, Wikipedia has been robust in its efforts to present 
the public with high-quality information based on reliable sources. 

The Wikimedia movement’s structure aids its ability to stave off the threat 
of fake news. The Wikimedia volunteer editor communities are self-motivated 
and self-governing. Editors would not contribute efforts if they did not feel a 
sense of ownership, control, and responsibility over the content of Wikipedia. 
In turn, the Wikimedia Foundation, the nonprofit that hosts the encyclopedia, 
relies on protections from intermediary liability, such as those enshrined in 
Section 230 of the Communications Decency Act (CDA 230) and the Digital 
Millennium Copyright Act (DMCA), to provide the volunteer editor commu-
nity with the independence and individual agency needed to support this de-
centralized editing model. These protections keep Wikipedia accurate and ro-
bust, even in the face of fake news. 

Part I of this Essay provides an overview of Wikipedia and its volunteer ed-
iting community as the primary and best-studied example of a user-generated 
content community, and discusses how Wikipedia’s practices prevent and re-
dress false information. Part II details how the intermediary immunity legal re-
gime supports communities like Wikipedia’s in addressing fake news and why 

 

1. See Jim Giles, Internet Encyclopaedias Go Head to Head, 438 NATURE 900 (2005) http://www
.nature.com/nature/journal/v438/n7070/pdf/438900a.pdf [http://perma.cc/9TRM-7BTN] 
(finding Wikipedia’s science articles to be close in accuracy to that of the Encyclopedia Bri-
tannica); see also Adam R. Brown, Wikipedia as a Data Source for Political Scientists: Accuracy 
and Completeness of Coverage, 44 POL. SCI. & POL. 339 (2011) (finding in a comparison of 
thousands of political articles that Wikipedia was generally accurate, though finding some 
errors of omission); Andreas Leithner et al., Wikipedia and Osteosarcoma: A Trustworthy Pa-
tients’ Information?, 17 J. AM. MED. INFORMATICS ASS’N 373, 374 (2010) (finding information 
available on osteosarcoma on English Wikipedia to be “good but inferior to the patient in-
formation provided by the NCI [National Cancer Institute]”); Fernanda B. Viégas et al., 
Studying Cooperation and Conflict Between Authors with History Flow Visualizations, 6 PROC. 
SIGCHI CONF. HUM. FACTORS COMPUTING SYSTEMS 575, 582 (2004), http://alumni.media
.mit.edu/~fviegas/papers/history_flow.pdf [http://perma.cc/39PR-W9M2] (noting that 
Wikipedia is “surprisingly” quick at correcting misinformation). 

2. See Shane Greenstein & Feng Zhu, Collective Intelligence and Neutral Point of View: The Case of 
Wikipedia, (Nat’l Bureau of Econ. Research, Working Paper No. 18167, 2012), http://www
.nber.org/papers/w18167 [http://perma.cc/TB86-PMZM] (noting that the more contribu-
tors there are to an article, the more neutral it tends to be). 
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weakening that regime would likely disrupt the effectiveness of the existing 
model, therefore making it more difficult to address fake news online. Part III 
suggests focusing regulation efforts more directly on fake news, and offers rec-
ommendations for other intermediaries to effectively implement a model like 
Wikipedia’s on their websites. 

i .  a brief overview of wikipedia and how it deals with 
misinformation 

Wikipedia is a free online encyclopedia, edited by a global community of 
volunteer users. Any member of the public can edit, even without creating an 
account, by clicking “Edit” at the top of the page on (almost) every article. In 
practice, many editors become highly engaged with Wikipedia; there are over 
7,500 editors with over 10,000 edits.3 

The composition and motivations of the editor community in turn make it 
effective at dealing with false information, including fake news. Wikipedians 
are particularly excellent at focusing on sources and presenting accurate facts, 
even if someone else tries to introduce false information into an article. For ex-
ample, one of the Foundation’s recent transparency reports highlighted an ac-
tor’s attempt to use fake documents to change their birthdate as listed on Wik-
ipedia. However, Wikipedia’s procedures for reviewing the validity of 
supporting documentation prevented the desired (but erroneous) change.4 
This approach—presenting accurate information and finding sources through 
engaged volunteers—tends to work better than merely fact-checking the accu-
racy of a statement.5 The emphasis on community engagement and collabora-
tion results in content that editors feel invested in, and users rely on each other 

 

3. Wikipedia: List of Wikipedians by Number of Edits, WIKIPEDIA, http://en.wikipedia.org/wiki
/Wikipedia:List_of_Wikipedians_by_number_of_edits [http://perma.cc/5X33-WXSY]; 
see also Top Wikipedians Compared to the Rest of the Community, WIKIPEDIA (Jan. 8 2014), 
http://commons.wikimedia.org/wiki/File:Top_Wikipedians_compared_to_the_rest_of
_the_community,_8_January_2014.svg [http://perma.cc/42P3-2VSD] (showing that nearly 
a third of Wikipedia has been written by the 10,000 most prolific editors). 

4. Requests for Content Alteration and Takedown, WIKIMEDIA FOUND. TRANSPARENCY REP. (Sep. 
12, 2017, 10:14 PM), http://transparency.wikimedia.org/content.html [http://perma.cc
/3U7R-5GCJ]. 

5. See BRENDAN NYHAN & JASON REIFLER, MISINFORMATION AND FACT-CHECKING:  
RESEARCH FINDINGS FROM SOCIAL SCIENCE, NEW AMERICA FOUNDATION: MEDIA POLICY INI-

TIATIVE 2 2012, http://www.dartmouth.edu/~nyhan/Misinformation_and_Fact-checking
.pdf [http://perma.cc/HW9S-GBTK] (explaining that some of the major factors for accura-
cy are making corrections quickly, avoiding the repetition of false claims, and giving appro-
priately low weight to fringe sources, all of which match with Wikipedia’s policies and 
community strengths). 
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to act in good faith. A reader who takes the time to look into the editor com-
munity can understand why editors do their work and the independence of 
those editors, both of which are major factors in creating trust in media.6 

These editors (as well as some automated “bots” trained through tens or 
hundreds of thousands of real-world examples provided by editors7) revert the 
majority of misinformation quite quickly. Cluebot NG, one of the most promi-
nent programmed bots trained through over 60,000 human edits,8 is currently 
set to catch approximately forty percent9 of all improper edits on Wikipedia 
and fix them within a few minutes.10 Other examples, such as the defacement 
of articles suggested by comedian Stephen Colbert,11 were caught preemptive-
ly. Those articles were temporarily locked by volunteer administrators to pre-
vent inaccurate changes.12 Perhaps most significantly, in Wikipedia’s nearly six-
teen-year history, the notable examples of inaccurate information that did last 
for some time are scarce and number only about a dozen.13 

 

6. See THE TRUST PROJECT, http://thetrustproject.org [http://perma.cc/BHB3-LJWU] (ex-
ploring ways journalism can signal trustworthiness to readers); Trust Project Indicators, THE 

TRUST PROJECT, http://trello.com/b/YbHYmodO/trust-project-indicators [http://perma.cc
/MQT4-X6EP] (providing a list of indicators of trustworthy news). 

7. Jesse Hicks, This Machine Kills Trolls: How Wikipedia’s Robots and Cyborgs Snuff Out Vandal-
ism, VERGE (Feb. 18, 2014, 11:01 AM), http://www.theverge.com/2014/2/18/5412636/this 
-machine-kills-trolls-how-wikipedia-robots-snuff-out-vandalism [http://perma.cc/5HGX 
-DB2P] (describing Wikipedia’s bots and how they are trained). 

8. Id. 

9. Statistics, User: Cluebot NG, WIKIPEDIA, http://en.wikipedia.org/wiki/User:ClueBot_NG
#Statistics [http://perma.cc/48L3-L2QE] (explaining the functionality of Cluebot NG); see 
Hicks, supra note 7. 

10. See Daniel Nasaw, Meet the ‘Bots’ that Edit Wikipedia, BBC (July 12, 2012), http://www.bbc
.com/news/magazine-18892510 [http://perma.cc/755M-UCSL] (offering an anecdote in 
which the bot reverts a change within seconds as indicative of its overall speed at correcting 
improper edits). 

11. Joel Keller, Did Colbert Hack Wikipedia?, TVSQUAD (Aug. 1, 2006, 10:38 AM), http://web
.archive.org/web/20110119215141/http://www.tvsquad.com/2006/08/01/did-colbert-hack 
-wikipedia-video [http://perma.cc/KV5D-JDK9]. 

12. Id. 

13. See Vandalism on Wikipedia, Notable Acts of Vandalism, WIKIPEDIA, http://en.wikipedia
.org/wiki/Vandalism_on_Wikipedia#Notable_acts_of_vandalism [http://perma.cc/DE5L 
-V5JV]. It is worth noting that events moving very rapidly can lead to errors, such as the in-
accurate reporting of the death of Ted Kennedy or Kanye West (the latter still being alive as 
of this writing). Both were fixed within minutes, but still garnered media attention even in 
that short span. See Vandals Prompt Wikipedia to Ponder Editing Changes, ABC NEWS (AUST.) 
(Jan. 27, 2009, 11:08 PM), http://www.abc.net.au/news/2009-01-28/vandals-prompt 
-wikipedia-to-ponder-editing-changes/275942 [http://perma.cc/V6HE-RSKH]. 
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Wikipedia is successful due to an understanding captured in “Linus’s Law”: 
with many eyes, all bugs are shallow.14 As many people work to improve an ar-
ticle, the article trends toward higher quality over time, even if an individual 
edit is flawed. This is true even in the face of deliberate attempts to insert false 
information, since those are usually found by others and changed to match 
available high-quality, reliable sources.15 

Linus’s Law itself originates more broadly in the Free and Open Source 
So�ware (FOSS) movement, which uses a fundamentally different model than 
the traditional top-down hierarchy of most organizations.16 The values of the 
FOSS movement are worth noting because they both pre-date and inform 
Wikipedia, suggesting that the model of volunteer contributors works effec-
tively in general, not merely for one or two unique projects. The difference be-
tween regular so�ware creation and FOSS has been likened to the distinction 
between a cathedral and a bazaar.17 The traditional method of development is 
understood as a cathedral, in which work must be done carefully over long pe-
riods of time to ensure proper completion. By contrast, the FOSS model, like a 
bazaar, is open to many people cooperating to find mistakes and fix them 
through repeated and rapid iteration.18 

Further, Wikipedia policies are themselves written by the volunteer editor 
community and adopted through community consensus. Thus, standards such 
as notability and verifiability (the policies by which a topic qualifies for inclu-
sion in Wikipedia and by which an article should be sourced, respectively) are 
actually created, adopted, and enforced by the volunteer community, rather 
than by employees of the Wikimedia Foundation.19 These policies establish 
clear criteria for appropriate content for Wikipedia and provide some of the 
most effective ways to identify inaccurate information. For example, if a state-

 

14. Linus’s Law, WIKIPEDIA, http://en.wikipedia.org/wiki/Linus%27s_Law [http://perma.cc
/N7N6-CKYL]. 

15. See Wikipedia: Do Not Create Hoaxes, WIKIPEDIA, http://en.wikipedia.org/wiki/Wikipedia:
Do_not_create_hoaxes [http://perma.cc/6US6-63TE]. 

16. Linus’s Law, supra note 14. 

17. Eric Steven Raymond, The Cathedral and the Bazaar, CATHEDRAL AND BAZAAR (Sept.  
11, 2000), http://www.catb.org/~esr/writings/cathedral-bazaar/cathedral-bazaar [http://
perma.cc/3PUA-KE7B]. 

18. Eric Steven Raymond, Release Early, Release O�en, CATHEDRAL AND BAZAAR (Sept. 11, 2000), 
http://www.catb.org/~esr/writings/cathedral-bazaar/cathedral-bazaar/ar01s04.html 
[http://perma.cc/Z9BS-QF3E]. 

19. See Wikipedia: Notability, WIKIPEDIA (July 30, 2017), http://en.wikipedia.org/wiki
/Wikipedia:Notability [http://perma.cc/SSD5-V792]; Wikipedia: Verifiability, WIKIPEDIA 
(Aug. 16, 2017), http://en.wikipedia.org/wiki/Wikipedia:Verifiability [http://perma.cc
/L425-K4DG] [hereina�er Wikipedia: Verifiability]. 
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ment is added without a source in violation of the verifiability policy, an editor 
or even a robot checking it can flag that edit as likely troublesome. 

Why do editors do all of this work? Studies of the English Wikipedia editor 
community have revealed a few primary reasons. First, editors are invested in 
the mission of Wikipedia to contribute to freely available, accurate knowledge 
for everyone.20 Second, the involvement in a community and the reward of do-
ing something well for that community motivate many people.21 And lastly, the 
ownership and control over the work that they do underlie the motivations that 
many people have expressed for why they create a good product.22 While there 
have not been studies of other user-generated content websites as extensive as 
those of Wikipedia editors, it is worth noting that some studies have been car-
ried out with enough formality to suggest that the above motivations, particu-
larly the motivations related to group dynamic and belonging, may apply more 
broadly and are likely generalizable.23 

These motivations contribute directly to the way editors work by leading 
them to find particular niches where they can succeed, creating a strong overall 
community with many people working together to make high-quality articles. 
For example, some editors are particular subject matter experts, while many are 
passionate, skilled researchers who are able to learn and then write about a va-
riety of topics in order to help the spread of free knowledge.24 In combination, 

 

20. Oded Nov, What Motivates Wikipedians? 50 COMMUNICATIONS OF THE ACM, no. 11, 2007, at 
60-64, http://cacm.acm.org/magazines/2007/11/5534-what-motivates-wikipedians/fulltext 
[http://perma.cc/33DX-VA3B]. 

21. Id. 

22. Id. See generally Phoebe Ayers, Charles Matthews & Ben Yates, HOW WIKIPEDIA WORKS: 

AND HOW YOU CAN BE A PART OF IT (2008) (explaining opportunities to become involved as 
an editor and Wikipedia community member that rely on the autonomy and ownership of 
creating and editing an article oneself); Motivation, Wikipedia Community, WIKIPEDIA (July 
31, 2017), http://en.wikipedia.org/wiki/Wikipedia_community#Motivation [http://
perma.cc/VRL2-C2SW] (summarizing volunteer input on why they contribute to Wikipe-
dia). Individual volunteer motivations related to accomplishment and fun have, as a prereq-
uisite, the ability of the individual to take some ownership and control over their activity, ra-
ther than be subject to some other authority. Anecdotally, I have o�en had users express to 
me in person that one of the values they see as critical for their motivation is volunteer inde-
pendence. 

23. See Steven J. Karau & Kipling D. Williams, Social Loafing: A Meta-analytic Review and Theo-
retical Integration, 65 J. PERSONALITY & SOC. PSYCHOL. 681 (1993); Kimberly Ling et al., Us-
ing Social Psychology to Motivate Contributions to Online Communities, 10 J. OF COMPUTER-
MEDIATED COMM. 00 (2005) (noting that group dynamics are important to overcoming la-
ziness). 

24. Demographics, Wikipedia: Wikipedians, WIKIPEDIA (July 31, 2017), http://en.wikipedia.org
/wiki/Wikipedia:Wikipedians#Demographics [http://perma.cc/LB4Y-QNZ6]. 
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the effect of all these motivated contributors working on different things is the 
creation of a high-quality encyclopedia. 

i i .  how intermediary immunity protects a community-
centric model and combats fake news 

The legal framework for intermediary liability in the United States and 
many countries around the world protects intermediaries from liability for 
statements made on a website by their users, as well as for certain copyright in-
fringement by works posted on the website. This framework varies somewhat 
by country, but centers on the idea that it is neither possible nor wise for a 
website that allows millions of individuals to contribute writing, pictures, or 
other media to attempt to screen each contribution to ensure its quality and le-
gality. This remains true today, even with still-improving technical measures, 
because such measures can only filter for specific characteristics and are not al-
ways accurate.25 For example, copyright filtering tends to almost always be 
overbroad and does not account for fair use or de minimis exceptions in U.S. 
law.26 

The legal framework for intermediary liability and immunity is critical to 
supporting the decentralized FOSS editing model and creating the independ-
ence, motivation, and feeling of ownership that lead volunteers such as those in 
the Wikipedia community to commit to fact-checking. If intermediaries were 
forced to take more direct control of the websites they own due to legal risks 
and incentives, it would undercut the FOSS model and the complex web of 
motivation and engagement that lead to this fact-checking, therefore likely 
worsening the problem of fake news. This Part discusses the existing U.S. 
framework, court decisions that potentially weaken that framework, and the 
implications they may have for a decentralized fact-checking model like Wik-
ipedia’s. 

 

25. Extension: ORES, MEDIAWIKI (July 31, 2017), http://www.mediawiki.org/wiki/Extension:
ORES [http://perma.cc/RCU2-PZ8C]. For further explanation, see Aaron Halfaker & Dario 
Taraborelli, Artificial intelligence Service “ORES” gives Wikipedians X-ray Specs To See Through 
Bad Edit, WIKIMEDIA BLOG (Nov. 30, 2015), http://blog.wikimedia.org/2015/11/30/artificial 
-intelligence-x-ray-specs [http://perma.cc/NJZ8-QMGY]. 

26. See Jennifer M. Urban et al., Notice and Takedown in Everyday Practice (UC Berkeley Public 
Law Research Paper No. 2755628, 2017), http://ssrn.com/abstract=2755628 [http://perma.cc
/Q7XC-GKA2]. 
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A. Summary of the U.S. Framework 

The intermediary liability immunity framework in the U.S. consists of two 
primary laws: Section 230 of the Communications Decency Act (CDA 230)27 
and Section 512 of the Digital Millennium Copyright Act (DMCA).28 Together, 
these two laws prevent a hosting company from (1) being treated as the pub-
lisher of material that is written by some other publisher, such as a user; and 
(2) being held liable for copyrighted material on the website unless the host 
has actual knowledge of infringement or receives a properly formatted removal 
request meeting all the notice requirements under the statute.29 

Briefly, CDA 230 uses technical language to define what has come to be un-
derstood as a “hosting provider,” an individual or company that provides some 
kind of web platform where users create and upload their own content instead 
of the company exercising editorial control over the content (e.g., Wikipedia, 
YouTube, Facebook, or similar platforms).30 Under CDA 230, the hosting pro-
vider is not considered the publisher of what a user writes, meaning that the 
host is not liable under defamation laws or other civil causes of action (though 
this does not extend to intellectual property laws).31 The DMCA covers copy-
right, one of the primary types of intellectual property issues concerning most 
websites that host user-generated content. Under the DMCA, hosting provid-
ers have a “safe harbor” in which they are immune from copyright liability if 
they act reasonably to remove copyrighted content a�er receiving proper notice 
or knowledge of the content.32 This typically comes from a DMCA notice sent 
by the copyright owner, which sets forth statutory elements in order to allow a 
hosting provider to find and assess copyrighted content in order to make a re-
moval.33 

 

27. 47 U.S.C. § 230 (2012). 

28. 17 U.S.C. § 512 (2012). 

29. See, e.g., Infographic: Why CDA 230 Is So Important, ELEC. FRONTIER FOUND., http://www.eff
.org/issues/cda230/infographic [http://perma.cc/B86J-QGHE]; DMCA, ELEC. FRONTIER 

FOUND., http://www.eff.org/issues/dmca [http://perma.cc/6PPW-98GZ]; see also Giancar-
lo F. Frosio & Bolin Zhang, WILMAP: United States, CTR. FOR INTERNET & SOC’Y STAN. L. 
SCH., http://cyberlaw.stanford.edu/page/wilmap-united-states [http://perma.cc/L6UF 
-D3R4] (summarizing the relevant laws and several cases interpreting them). 

30. See Zeran v. Am. Online, Inc., 129 F.3d 327, 330 (4th Cir. 1997). 

31. See 47 U.S.C. § 230(c) (2012). 

32. See 17 U.S.C. § 512 (2012). 

33. Id. § 512(c)(3). 
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B. Challenges to Existing Protections 

Two recent cases, Cross v. Facebook, Inc.34 and Mavrix Photographs, LLC v. 
LiveJournal, Inc.,35 present possible exceptions to CDA 230 and to the DMCA, 
respectively. Both may lead to unintended results, including censoring truthful 
information, demoralizing volunteer contributors who help patrol for false in-
formation, or confusing readers. In turn, these sorts of results are likely to 
harm the ability of volunteer communities on user-generated content websites 
to combat fake news. 

In Cross v. Facebook, the plaintiff Cross filed a claim for misuse of publicity 
rights (a right that allows individuals to allow commercial usage of their image 
without permission) against Facebook for user-generated content posted to Fa-
cebook. The content criticized him for mistreatment of independent contrac-
tors at his recording label that allegedly led to two of the contractors falling 
asleep at the wheel while driving and suffering car crashes leading to significant 
injuries and death.36 The California Superior Court found that because rights 
of publicity are considered intellectual property claims under California law, 
such claims against the hosting site were not barred under CDA 230.37 The trial 
court’s reasoning potentially allows state claims for misuse of publicity rights to 
proceed for any speech on social media that focuses on an actual person and is 
published on a website that runs advertisements (as the advertisements could 
be seen as commercialization prohibited by the publicity right). This could al-
low someone to claim that accurate but negative reporting was “fake news” de-
signed to profit off their image, potentially leading to a risk-averse content 
takedown—or at least a confusing narrative that could mislead the public and 
make it difficult for editors to participate in fact-checking, following the “ba-
zaar” rather than the “cathedral” model. For example, if a famous actor were to 
endorse an unpopular position like racial hatred, the actor could use reasoning 
similar to that followed by the court in Cross to attempt to remove or confuse 
accurate reporting on the issue on any website that had advertising accompany-
ing the page, and in turn could chill any volunteers from contributing to im-
prove the page. 

 

34. CIV 537384, 2016 WL 7785723 (Cal. Super. Ct. May 31, 2016), aff ’d in part and rev’d in part, 
No. A148623, 2017 WL 3404767 (Cal. Ct. App. Aug. 9, 2017). It is worth noting that since 
this Essay was dra�ed, the appeals court found that Cross did not have a legitimate claim 
and remanded to the district court with orders to grant Facebook’s anti-SLAPP motion. 
Cross, 2017 WL 3404767, at *13. However, the underlying concern nevertheless remains, and 
the opinion is illustrative of that concern. 

35. 853 F.3d 1020 (9th Cir. 2017). 

36. Cross, 2017 WL 3404767, at *2. 

37. Id. at *4. 
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In another troubling case, Mavrix v. LiveJournal, Mavrix, a photography 
company, submitted takedown requests for photos it owned that were posted 
on a LiveJournal site.38 LiveJournal invoked the DMCA safe harbors in re-
sponse to these takedown requests.39 The Ninth Circuit noted that LiveJour-
nal’s volunteer moderators could be considered “agents” of LiveJournal, in that 
they have shaped the content on LiveJournal such that the content was not “at 
the direction of the user,” as the DMCA requires.40 Additionally, those volun-
teer moderators may have acquired actual or red flag knowledge of infringe-
ment, which could be attributed to LiveJournal.41 This case creates a perverse 
incentive for intermediaries to avoid efforts to moderate content. While this is 
presented in a copyright context, volunteer moderation efforts may cover many 
topics, including assisting with user complaints about inaccurate information 
that can help combat fake news. Perversely incentivizing removal or regulation 
of such moderation systems may allow false information to flourish. For exam-
ple, if Mavrix were a widespread doctrine when Stephen Colbert urged people 
to insert falsehoods online,42 it may not have been preempted by proactive 
moderation on the part of Wikipedia editors, and misinformation would have 
been readily available to the public because there was no moderator able to re-
view it. 

These cases are merely the most recent in a broader trend of cases question-
ing the limits of intermediary immunity both in the United States and else-
where in the world.43 They demonstrate how even small erosions to these pro-
tections can create a great deal of uncertainty and a strong incentive to over-

 

38. Mavrix Photographs, 853 F.3d at 1026. 

39. Id. 

40. Id. at 1027. See id. at 1029-31 for more detailed agency discussion. 

41. Id. at 1032. 

42. Cf. Keller, supra note 11 (describing the response of Wikipedia moderators to Colbert’s cam-
paign). 

43. See, e.g., Jane Doe No. 14 v. Internet Brands, Inc., 767 F.3d 894, 897-900 (9th Cir. 2014) 
(holding that site owners’ failure to warn the plaintiff of danger from another site user 
known to the owners as dangerous was not protected by CDA 230); Moving & Storage Inc. 
v. Panayotov, No. 12-12262-GAO, 2014 WL 949830, at *2-3 (D. Mass. Mar. 12, 2014) (hold-
ing that the operators of a company review website that removed some positive reviews of a 
rival moving company while keeping negative reviews in place were not immune under 
CDA 230); Maxfield v. Maxfield, No. FSTCV145014267, 2015 WL 9809777, at *3-4 (Conn. 
Sup. Ct. Dec. 18, 2015) (holding that an individual forwarding an email containing defama-
tory content the individual did not write was not protected by CDA 230); UMG Recordings, 
Inc. v. Escape Media Grp., 964 N.Y.S.2d 106, 111-12 (N.Y. App. Div. 2013) (holding that the 
DMCA safe harbor did not protect websites against state law copyright claims involving pre-
1972 sound recordings). 
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censor to avoid risks. Given the location of many intermediaries, such as the 
Wikimedia Foundation, Google, Facebook, Twitter, and a myriad of smaller 
companies, the laws of California and the Ninth Circuit as outlined here are 
likely to govern a disproportionately large amount of the Internet. 

C. How Intermediary Immunity Combats Fake News on Wikipedia 

The intermediary framework supports and empowers the volunteer com-
munity on a platform such as Wikipedia in a few critical ways. First, by allow-
ing the host company to avoid controlling content, it enables the volunteer edi-
tor community to set their own policies, rules, and governance mechanisms. 
This gives volunteers the sense of ownership critical for motivating them to 
improve the website and allows the bazaar model of editing to flourish, ad-
vancing the effectiveness of Linus’ Law. These factors are necessary for stop-
ping the influence of fake news on the project. If the owner of a web domain 
were forced to take over significant editorial control—or worse, curtail some 
operations due to concerns over liability for statements made by volunteers—
this volunteer motivation would be significantly harmed and the open envi-
ronment that enables free volunteer engagement would be damaged. A project 
in such an environment would likely become more susceptible to the insertion 
of false information, and, to return to the example of Wikipedia, the encyclo-
pedia itself, could stagnate in such a situation. Accurate information on a range 
of topics would then simply not be available. 

Wikipedia’s history shows that a return to a more centrally-controlled ca-
thedral model would not work as effectively as the FOSS bazaar model.44 Wik-
ipedia originated as a side-project that was intended to act as a dra� space for 
Jimmy Wales and Larry Sanger’s original project, Nupedia, which would be 
controlled centrally and edited only by vetted experts.45 However, Nupedia 
grew slowly, and Wikipedia’s creators and community found that Wikipedia 
grew much faster while maintaining high quality and thorough treatment of its 
subjects.46 Fi�een years later, Wikipedia is of higher quality and of both greater 
breadth and depth than would have been achieved by a project with a single 
individual or entity acting as central editor.47 

 

44. See text accompanying supra notes 16-18. 

45. See History of Wikipedia, WIKIPEDIA (July 31, 2017), http://en.wikipedia.org/wiki/History 
_of_Wikipedia [http://perma.cc/L2AR-P8GL]; Nupedia, WIKIPEDIA (July 31, 2017), http:// 
en.wikipedia.org/wiki/Nupedia [http://perma.cc/LQ8F-JNPV]. 

46. See History of Wikipedia, supra note 44; and Nupedia, supra note 44. 

47. Cf. Raymond, supra note 17 (discussing “Linus’s Law”). 
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Further, reducing intermediary protections, through the cases outlined 
above or through other exceptions to CDA 230 or the DMCA, could force web-
sites like Wikipedia to implement direct filtering systems to reduce liability. 
This would create several problems for confronting fake news. Because pro-
ducers of fake news are willing to game the system to spread their content, 
transparency about filtering practices would allow bad actors to exploit loop-
holes for their own gain. Secrecy around filtering methods, however, can lead 
to further accusations of bias, and can make it even harder for people to distin-
guish between accurate and inaccurate information.48 

The Wikimedia Foundation’s structure demonstrates how the intermediary 
protections are core not only to its operations, but also to the independence of 
the volunteer movement. Since inception, the Foundation has been committed 
to running Wikipedia through donations and avoiding commercial advertising 
or a small number of overly large sponsors that might create the appearance of 
control or bias.49 The intermediary immunity regime directly enables this 
model by allowing the Wikimedia Foundation to function as a nonprofit, dona-
tion-funded organization rather than an organization with considerable bu-
reaucratic oversight. If the Foundation were responsible for monitoring and re-
viewing all of the content on Wikipedia, this would also harm the ability of the 
encyclopedia projects to grow. For example, Wikipedia is currently in nearly 
every language in the world, far more than those spoken by Foundation staff 
members.50 If the Foundation were forced to do such monitoring, it would not 
be able to rely on volunteers and independent affiliate organizations around the 
world to support the movement. Those additional limitations, in turn, would 
pose a threat to the free knowledge mission, including the dissemination of ac-
curate information and combating of fake news. 

 

48. A recent study at Stanford indicates that young people are already bad distinguishing be-
tween true and false information; adding further confusion and secrecy around what they’re 
being shown will not help the problem. See SAM WINEBURG ET AL., STANFORD HISTORY ED-

UCATION GRP., EVALUATING INFORMATION: THE CORNERSTONE OF CIVIC ONLINE REASONING 

(2016), http://purl.stanford.edu/fv751yt5934 [http://perma.cc/K6QD-N2JB]. 

49. See Values, WIKIMEDIA FOUND. (Aug. 4, 2017), http://wikimediafoundation.org/wiki/Values 
[http://perma.cc/FVD4-K82G] (stating that the Foundation receives funding primarily 
from donations as a non-profit); Resolution:Wikimedia Foundation Guiding  
Principles, WIKIMEDIA FOUND., (May 30, 2013), http://wikimediafoundation.org/wiki
/Resolution:Wikimedia_Foundation_Guiding_Principles#Independence [http://perma.cc
/USZ5-A8A9] (stating that the Foundation has intentionally chosen a revenue strategy in 
which a large portion of the funding comes from small donors to support the value of inde-
pendence). 

50. See List of Wikipedias, WIKIPEDIA (Aug. 20, 2017), http://en.wikipedia.org/wiki/List_of
_Wikipedias [http://perma.cc/X976-B224]. 
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i i i . options for addressing fake news going forward 

In lieu of attempting to hold websites liable and forcing them to police fake 
news, strong protections for voluntary and community-led moderation efforts 
may generally be effective. By ensuring that efforts by volunteers and hosts to 
work together to moderate content do not create host liability, intermediaries 
will be free to try different cooperative methods to improve the quality of their 
content. This will allow for greater transparency and community engagement, 
while still making resources available from the intermediary organization. 

Consider, for example, voluntary moderation efforts to curtail extremist 
content such as terrorist propaganda.51 If the host is liable for such content, it 
will likely over-censor and take control away from users, leading to difficulty 
for volunteers who want to introduce factually accurate content—and in turn, 
signifying that members of the public are less likely to find accurate infor-
mation, contributing to bias, confusion, and misinformation.52 If the host is 
instead protected from liability, it will be free to work with users without risk, 
allowing for the development of transparent, community-embraced policies 
that take into account multiple viewpoints and are neutral in application to the 
extent possible. 

Further, to the extent that fake news is spread through malicious intent, it 
does not come from intermediaries or the vast majority of the users on those 
intermediary platforms.53 Even if intermediaries became increasingly liable for 
false or misleading information on their platforms, the original creators would 
remain unpunished. The creators of fake news would be able to move on to 
new publishing platforms or encourage their followers to share false infor-
mation via email or direct messaging. Placing the liability on intermediaries in 
this situation could therefore make it harder to discover the sources and track 
the spread of fake news without fully addressing the problem. On the other 
hand, strong intermediary protections that enable intermediaries and their us-
ers to safely engage in monitoring and moderation efforts could perhaps allow 

 

51. See generally Kate Klonick, The New Governors: The People, Rules, and Processes Governing 
Online Speech, 131 HARV. L. REV. (forthcoming 2017), http://ssrn.com/abstract=2937985 
[http://perma.cc/9PC4-S2LU] (outlining the practices of several large websites for regulat-
ing content online and arguing that they functionally regulate speech outside the First 
Amendment). 

52. NYHAN & REIFLER, supra note 5, at 10, 12, 18 (noting that seeing wrong information first can 
make it very difficult to correct). 

53. See generally Xiaoyan Qiu et al., Letter, Limited Individual Attention and Online Virality of Low 
Quality Information, NATURE HUMAN BEHAVIOR (June. 26, 2017), http://www.nature.com
/articles/s41562-017-0132 [http://perma.cc/AUT5-2MTA]. 
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for a better understanding of these original malicious sources and enable them 
to be located (and corrected or removed as appropriate). 

The example of Wikipedia demonstrates how a large volunteer user com-
munity can be incredibly effective at addressing fake news and false infor-
mation if the users are empowered and engaged. Volunteers acting on the 
ground to identify and remove inaccurate information are able to cover a much 
wider space than a company trying to monitor information only with its own 
employees and programs. Further, volunteers may invent creative or surprising 
techniques (such as the Cluebot program mentioned earlier54) that effectively 
remove false information, but only when they can operate as part of a transpar-
ent, user-controlled system rather than as part of a proprietary platform. 

While this has not been tested, I suspect that an effective means for users to 
assist in this manner is to find common policy ground among users of different 
backgrounds and beliefs. Wikipedians have agreed both on the need for an en-
cyclopedia to be neutral55 and for common standards, including citations and 
source reliability.56 It is likely that agreement on the qualities and procedures 
that identify good sources, independent of the actual content within the source, 
allows users to cooperate effectively. 

Support for engaging community members and understanding their values 
could allow websites to identify the broad principles on which their users agree 
(such as neutrality and source quality, in Wikipedia’s case). If a more expansive 
network such as Facebook or Twitter were to look into this solution, a likely 
first step could take the form of funding and expert advice to identify im-
portant stakeholders in their communities. Such experts could determine how 
to incorporate commentary and meaningful participation from stakeholders in 
cra�ing policies. The next step would be hosting such a discussion with appro-
priate public notice, and to have staff respond to questions, concerns, and sug-
gestions. Finally, the company could analyze the discussion to identify the 
points of consensus, and then work to create or adapt technical tools that 
would empower engaged community volunteers to participate in curating con-
tent. If done correctly, this sort of solution would be much more likely to have a 
broad consensus, buy-in, and enforcement assistance from relevant community 
members. In turn, this could lead to a more effective regime of fact-checking on 
the part of such networks’ members. 

 

54. See sources cited supra notes 7-8. 

55. Wikipedia: Five pillars, WIKIPEDIA (August 21, 2017 1:22 PM), http://en.wikipedia.org/wiki
/Wikipedia:Five_pillars [http://perma.cc/5RQR-SQ9J]. 

56. See Wikipedia: Verifiability, supra note 19. 
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conclusion 

This Essay explored the structure of Wikipedia, and how a large communi-
ty of engaged, motivated volunteers who feel ownership in the quality of the 
work that they do can effectively address fake news and other false information. 
The intermediary immunity regime supports this kind of online community by 
allowing volunteer contributors to maintain their own independence and agen-
cy. Further, efforts to reduce intermediary protections would actually likely lead 
to over-censoring, accusations of bias, and confusion about accuracy. Instead, 
the most effective efforts to combat false information should focus on protect-
ing the collaborative efforts of intermediaries and volunteers to improve quali-
ty, and on providing support for other intermediaries to understand their 
community’s values and create fair policies that are broadly supported by 
community consensus. Overall, fake news is a serious problem, but it is not 
one that will be solved by weakening the frameworks that support communi-
ties like Wikipedia in their efforts to create high-quality, accurate information 
on a range of topics. 
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