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ABSTRACT. The rapid advancement and widespread application of Generative Artificial Intelligence (GAI) raise complex issues regarding authorship, originality, and the ethical use of copyrighted materials for AI training.

As attempts to regulate AI proliferate, this Essay proposes a taxonomy of reasons, from the perspective of creatives and society alike, that explain why copyright law is ill-equipped to handle the nuances of AI-generated content.

Originally designed to incentivize creativity, copyright doctrine has been expanded in scope to cover new technological mediums. This expansion has proven to increase the complexity and uncertainty of copyright doctrine’s application—ironically leading to the stifling of innovation. In this Essay, I warn that further attempts to expand the interpretation of copyright doctrine to accommodate the particularities of GAI might well worsen that problem, all while failing to fulfill copyright’s stated goal of protecting creators’ rights to consent, attribution, and compensation.

Moreover, I argue that, in that expansion, there is the peril of overreaching copyright laws that will negatively impact society and the development of ethical AI. This Essay explores the philosophical, legal, and practical dimensions of these challenges in four parts.

INTRODUCTION

With the rapid evolution of Generative Artificial Intelligence (GAI), what once were theoretical questions about artificial creativity became a matter of reality for users, as well as a heated litigation battleground for companies. As some of these Artificial Intelligence (AI) systems were trained with copyright-protected works, ethical and legal questions arose:

- How should authors be compensated, and under which circumstances?
• Is training with unlicensed works a fair use, or an infringing one?
• Are the outputs generated by GAI original or derivative works?
• Should the outputs be entitled to some form of copyright protection? If so, how should we deal with AI authorship?
• Should we distinguish between autonomous and assisted AI creations? Can AI be assigned rights as an author for its contributions in some capacity? If so, where should the line be drawn? Or should all AI creations be in the public domain?
• Would assigning copyright to AI works create an imbalance in the public domain due to the massive scale and velocity at which AI can operate?
• Should the law treat differently the outputs of AI versus those of human authors? How would we justify such a framework without affecting the principle of “aesthetic neutrality”? How does that fare with the definition of “creativity” as a requisite for copyrights law’s “originality” requirement?

Answering those questions in terms of copyright requires delving into definitions of creativity, originality, and art appreciation, as well as questioning philosophical rationales that justify the existence of intellectual property (IP). IP is no longer a niche area of law designed to regulate relationships between authors and publishers. It has become ubiquitous in our digital society. Everyone is now potentially a creator under copyright law, whether they are posting a photo on social media or tweeting a short haiku. Our smart devices, from cars to pacemakers and everything in between, are powered by software protected by copyright and digital-rights management. The media we consume in digital form is regulated by a complex landscape of contracts, Terms of Service, and IP regulations. Consequently, we have in recent decades witnessed an expansion of IP law. The definitions of core concepts and principles have been stretched to fit new scenarios and domains that transcend the doctrine’s initial scope—sometimes to the point of thwarting its founding purpose. Paradoxically, while initially having the goal of promoting science and arts, copyright doctrine, as expanded to new scenarios and domains, has in many ways limited the cultural impact of works and the preservation of and access to knowledge.1 The rapid expansion of the
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Internet has only heightened these effects, leading to what is often referred to as the “copyright wars.”

Further, answering the above questions in terms of AI policy requires understanding AI in the context of ethics, economics, and culture, as well as AI’s deployment in a digital society. As a technology, AI’s implementation triggers different legal fields related to innovation, such as data protection, consumer protection, and antitrust. Therefore, a holistic policy solution to the GAI problem cannot be articulated just by thinking from the copyright corner.

As I have already explored those questions related to IP and AI in depth elsewhere, this Essay tackles a different facet of this complex problem. In this Essay, I argue that the copyright framework might not be the right policy tool to deal with the consequences of GAI. To that end, I explore the multiple ways that AI impacts society, labor, and innovation, while highlighting issues of consent, attribution, and fair compensation for artists.

This Essay proceeds in four Parts. In Part I, I contextualize the policy debate by providing definitions of relevant terms from the field of AI and GAI, surveying some technical considerations about how AI technologies work. Next, I lay the groundwork for this Essay’s argument in Part II by exploring key concepts surrounding creativity, ethics, and copyright. Then, I present in Part III an overview of the ethical concerns surrounding GAI, challenging the conflation of unethical behavior with illegality in public discourse that has been fueled by the intense cultural conflict between artistic communities and AI users. I argue that the impact of GAI cannot be framed just in terms of copyright law, isolated from the broader context of AI ethics. Specifically, I explore some of the societal harms of AI, including threats to democracy, perpetuation of inequality, emotional manipulation through AI companions, displacement of creative labor, and exploitation of data workers in the Global South, which can be framed as a form of automated colonialism.

Finally, in Part IV, I introduce some initial arguments to consider why copyright law, as a policy tool, is not well equipped to provide answers to the

3. See David Bollier, Brand Name Bullies: The Quest to Own and Control Culture 145 (2008). See generally Peter Baldwin, The Copyright Wars: Three Centuries of Trans-Atlantic Battle (2014) (exploring the historic copyright wars that underlie those of the current day).
4. See generally Micaela Mantegna, ARTEficial: Creatividad, Inteligencia Artificial y Derecho de Autor (2022) (exploring different considerations at the intersection of Artificial Intelligence (AI), intellectual property (IP), and copyright by introducing a taxonomy of different elements that are relevant for legal analysis of Generative Artificial Intelligence (GAI) models and exploring the challenges AI poses to copyright doctrine in terms of authorship, originality, infringement, and the public domain).
questions raised by the use of GAI, both from the perspective of creatives and society at large. To that end, I consider how copyright expansion could affect the whole ecosystem of AI innovation, impact ethical principles of AI development, and further skew the balance between IP rights and culture in the digital context. I conclude that trying to fit the tension created by GAI into the copyright framework can put at risk already strained concepts like fair use, incentivize a high-risk landscape that can cannibalize creative industries (something I call “ouroboros copyright”), and ultimately have a chilling effect on the whole Internet ecosystem.

These arguments are meant to present a cautionary tale of unintended consequences. IP is a strange field in which the law attempts to apply a uniform framework to protect a multimillion dollar movie just as much as a casual drawing. And while legal protection might aspirationally be in place for both, the power dynamics of enforcing copyright protection side with those with deep pockets.

A survey of current AI copyright litigation predominantly reveals big players on both sides, representing both Big Tech and legacy creative intermediaries.5 The way these forces are aligning and some of the arguments made resemble the power dynamics and tensions observed in past landmark copyright litigation that was instrumental to shaping our current Internet and digital landscape.6 Below the surface of the “artist versus AI” dilemma, there is a reenactment of historic Internet-governance battles and a reappearance of old arguments (like the legality of linking, or web scraping) coming from the “usual suspects.”

Creatives are used by other players to legitimize these old debates and reframe the core struggle as a noble fight. The narrative has been cleverly framed as an ethical battle for artists’ rights against AI, but beyond what meets the eye, the structure of creative markets and the way copyright law and institutions work in practice might not guarantee that money will be redistributed after being captured by the usual intermediaries. Applying the copyright framework is by no means a guarantee that artists will be adequately compensated, and worse, the expansion of copyright may lead to the introduction of an unfair stratification of the labor that goes into AI training. Such new divisions could result in the unequal treatment of workers involved in the AI supply chain, creating a disparity between intellectually creative labor and other forms of labor essential for AI training, like content labeling or moderation.


Two caveats warrant mention. First, I do not argue in this Essay that the labor that goes into AI training should remain uncompensated. There is no doubt that AI systems are threatening the livelihood of creative workers by unethically appropriating their work as training fuel to then mimic their styles, voices, or performances. AI is extracting creative inferences, modeling creativity, and in doing so, reshaping labor. This is another point where GAI connects with AI ethics at large. Back in 2015, Professor Jerry Kaplan predicted this asymmetry created by AI automation and its effects on labor, leading to a polarization of wealth. The asymmetry reproduces a classic capitalistic dynamic, in which those who own the means of production are in a better position to accumulate long-term wealth and set the rules to defend it, even from those who have a rightful claim to participate in that wealth. Copyright law is no exception to this rule, and litigation has proven a useful tool for those with pockets deep enough to play the long game.

But such litigation is hard to sustain for individual artists, as it is expensive, extremely complex, time consuming, and garners unpredictable results. What’s more, litigation has geographical limitations in terms of jurisdictions and applicable law. Collective litigation and class actions pose other risks: people entitled to compensation might fail to pursue it, and members of the class have little
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9. See Terrica Carrington, A Small Claims Court Is on the Horizon for Creators, Copyright All. (Oct. 4, 2017), https://copyrightalliance.org/small-claims-court-on-the-horizon [https://perma.cc/6NGB-ZKU8] (“According to an AIPLA report on the costs associated with IP litigation, the average cost of litigating a copyright infringement case in federal court from pretrial through the appeals process is $278,000. To put that number in perspective, on average, a full-time book author made only $17,500 from writing in 2015.”).


control over the litigation strategy, are precluded from pursuing separate individual litigation, or are eventually barred from pursuing litigation on account of the doctrine of res judicata and estoppel. This Essay reflects on the motives and rationales that make copyright law an inadequate framework to address compensation for the use of copyrighted works as training materials for GAI. Possible solutions such as alternative compensation and redistribution methods like universal basic income, taxation, government incentives, and culture funds, among others, will be outside the scope of this Essay and addressed in future articles.

Second, while some of the reasoning presented here will be focused on economic arguments, this does not mean that I intend to reduce the debate around GAI to mere economic rationales. By no means am I ignoring arguments about attribution and consent, as well as the personal and reputational relationship between a creator and their work. In Continental jurisdictions, those matters are recognized under the scope of “moral rights,” protecting the rights to integrity, attribution, disclosure, and retraction, beyond economic interests. But, as I will discuss below, even in those jurisdictions, moral rights are often, in practice, sidestepped or circumvented through Non-Disclosure Agreements (NDAs), the work-for-hire doctrine, or the drafting of contractual provisions barring creative workers from claiming attribution for or contribution to a work.

This Essay is intended to serve as a reflective call to action. As we navigate these complex issues, it is crucial to ponder the broader implications of our regulatory decisions from a holistic policy perspective. We must push beyond the siren calls and recognize that while intended to protect artists’ rights, copyright protection may not be the most efficient or equitable solution. And the potential harm that copyright expansion could inflict on the entire Internet and cultural landscape could be avoided by resorting to other methods of consent, attribution, and retribution.

1. FROM ARTIFICIAL INTELLIGENCE TO GENERATIVE AI

To appreciate the nuanced implications of how GAI is challenging copyright law, it is necessary to understand some technical elements and differences in AI architectures and models, particularly how these AI technical details correlate to technicalities in copyright law.


Does the model create a copy within the training dataset, or does it learn by extracting features? How does the model create new information? Does it piece together fragments, or does it create something similar by learning and mimicking the statistical distribution of the training information? How different is this output from the input? Does that difference amount to substantial similarity?

Another relevant consideration is that AI models have different approaches, employ diverse techniques, and are comprised of stacks of different algorithms. Even when they might belong in the same “category” (say, Large Language Models), their inner workings could be different in ways potentially relevant to copyright infringement analysis. Those details are at the core of the current wave of AI lawsuits, and crucial to their success or failure in the courts.

The vertiginous velocity by which GAI took society by storm, prompts (pun intended) the question: How did we arrive at this point? AI is by no means new. As a field of knowledge in computer science seeking “to build intelligent entities,” it spans several decades and a myriad of different approaches, going back to the 1940s with the work of Warren S. McCulloch and Walter Pitts. For a time, AI models were focused on prediction and classification, like recommendation engines that would make inferences about your preferences. Consider for example, the Netflix algorithm that recommends the next series to watch or a clinical system doing AI triage that would sort patients and recommend triage advice.

With GAI, the goalpost moved to a more ambitious achievement: creating new data. But there is a catch. To be useful, the synthetic, generated data needs
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18. See generally Chiara Marchiori, Douglas Dykeman, Ivan Girardi, Adam Ivankay, Kevin Thandiakal, Mario Zusag, Andrea Giovannini, Daniel Karpati & Henri Saenz, Artificial Intelligence Decision SUPPORT for Medical TRIAGE, 2020 AMIA ANN. SYMP. PROC. 793 (discussing a triage system derived from an application of "state-of-the-art machine learning and natural language processing on approximately one million of teleconsultation records").
to be not just random information, but rather data that could mimic belonging to a certain category—let’s say cat pictures.\textsuperscript{19}

While most of the results above could pass as real at a glance, on closer inspection, some pictures are definitely “suspicious.” Be it the impossible positions, context, or plainly wrong anatomic details (like the innocent looking, three-legged, orange kitten on the middle left), or a more subtle eerie feeling that something is off, which has been referred to in human-robot interaction as the “uncanny valley,”\textsuperscript{20} only some of this artificially generated data passes muster.

As stated before, AI encompasses a variety of techniques and approaches. The same is true about the different architectures through which generative AI models are able to create new information. The above cat images were generated using a specific type of architecture known as \textit{Generative Adversarial Networks} (GANs).

\textsuperscript{19} \textsc{These Cats Do Not Exist}, https://thesecatsdonotexist.com [https://perma.cc/GJ83-4DFF].

GANs use two neural networks, a generator and a discriminator, that compete with each other (hence adversarial) in a sort of “Catch Me If You Can” game. One network tries to create a credible fake, and the other tries to detect the forgery.  

In an oversimplification, the generator is trained to create data that could be passed off as belonging to that training dataset, while the discriminator is fed both real and synthetic data and tries to make an educated guess in each case to determine if it is being deceived. With each iteration of successful forgery or discovery, the networks get better and more sophisticated as a result of trying to outsmart each other.

From these initial experiments with uncanny kittens, GAI has been advancing at breakneck speed, becoming more sophisticated and changing models, techniques, and domains. GAI can now generate not just images but any type of media: text, audio, video, 3D objects, and more, depending on its training data.

Moreover, some generative models can process multiple types and sources of information, intersecting with Multimodal AI. By way of distinction, it can be said that GAI aims to create new information, while Multimodal AI is defined by its ability to integrate different types of data. While there might be some overlap (for example, Midjourney and Stable Diffusion are able to create images using both text and image input), not all Multimodal AI is generative and not all GAI is multimodal.

Currently popular Diffusion Models are based on a process of introducing noise to an image (or other data sample) and then learning by reversing the process. DALL-E 2 and Stable Diffusion are two such models.

As one of DALL-E’s cocreators explains:

A diffusion model is trained to undo the steps of a fixed corruption process. Each step of the corruption process adds a small amount of noise. Specifically, gaussian noise to an image, which erases some of the information in it. After the final step, the image becomes indistinguishable from pure noise. The diffusion model is trained to reverse this process, and in doing so learns to regenerate what might have been erased in each step. To generate an image from scratch, we start with pure noise and suppose that it was the end result of the corruption process applied to a real image. Then, we repeatedly apply the model to reverse each step of this hypothetical corruption process. This gradually makes the image more and more realistic, eventually yielding a pristine, noiseless image.

Keeping in mind the caveat that there are a myriad of techniques and approaches that would make any generalization incomplete and well beyond the
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scope of this Essay, I will do my best to take a working approach that is helpful for understanding some details relevant to the copyright analysis.

That said, in the context of text-to-image generation, one could say a first step, before the process of diffusion, involves the model learning the semantic correlations between text descriptions and visual depictions. This means understanding how closely the content of a picture matches a text description of said image. Then, through the diffusion techniques, the model will use this understanding to create new images from just noise when given a new text prompt.

In a didactic oversimplification, this process could be akin to having a cake and the description of its flavors, analyzing the connection between how close those words are to describing that cake, and then taking several steps back (like reverse engineering the process of cooking it) to disassemble it into its ingredients, learning backwards in the process how to have in mind the myriad of possible cakes that you can create with those elements. Then, if someone prompts me to create a new cake, I could go to that “mental palace” where I stored multiple “possible representations of possible cakes” and create one that resembles the new instructions. It would be akin to creating a map of coordinates with multiples possibilities matching those learned from correlating one image with a text description of that image, and from there, being able to create new images that correspond to an imputed text prompt, extracting them from pure noise in that visual abstraction map.

Take, for example, DALL·E 2; in this first step, the model learns to connect the semantic correlation between a text and a visual depiction, and the distance between different pairs of text-image correlations. The model creates a space of possible intersections of representation so that, in a second instance, it can then reverse the process to generate images from the text.
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35. Interestingly, I found that others have also taken the food analogies route to explain Diffusion Models. See, e.g., AI Image Generation Explained: Techniques, Applications, and Limitations, ALTEXSOFT (July 9, 2023), https://www.altextsoft.com/blog/ai-image-generation [https://perma.cc/TR6J-XNDE]; Aditya Sridhar, Stable Diffusion for Dummies, MEDIUM (June 7, 2023), https://adityas03.medium.com/stable-diffusion-for-dummies-7a78goeddddj9d [https://perma.cc/2L3N-UTZQ].

For example, if we think of “a cat sitting under a window watching some birds” there are an infinite number of ways to visually represent these abstract entities (cat, window, birds) in terms of styles, colors, poses, composition, etc.

DALL·E 2 uses a model called Contrastive Language-Image Pre-training (CLIP) to learn to recognize the intersections between word-images pairs. CLIP consists of two networks, a text encoder and an image encoder. Think of this process as creating the “coordinates” of the semantic representations of cat, window, and birds (and those other things that are not a cat, a window, or a bird). Once the model maps the space of “image-text” pairs, it learns the “distance” (cosine similarity) that exists between “correct” representations (those more adjusted to the description) and the incorrect ones.

To understand the use of these distances, imagine creating a mental map with islands representing intersections of matching pairs (the island space of cats, windows, and birds), with the most valuable matching pairs being represented as a mountain clustering together the strongest correlations, and those

38. Ramesh et al., supra note 37.
40. See id.
looser matching pairs close to the shore, until you hit water (a mismatching pair between one image and a caption).

In the case of Stable Diffusion, on its public release, Stability AI claimed that “these models were trained on image-text pairs from a broad internet scrape,”⁴¹ with technical details offered in the model card.⁴² As to the training data, the model card states that the developers used the LAION-5B datasets and subsets of it, pointing to LAION High Resolution.⁴³ LAION is a non-profit organization with the stated purpose of making “large-scale machine-learning models, datasets, and related code available to the general public.”⁴⁴ In the notes on LAION-
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43. See, e.g., Laion eV, Laion-High-Resolution, HUGGING FACE, https://huggingface.co/datasets/laion/laion-high-resolution [https://perma.cc/9N8T-JV3F]. The dataset was operative when consulted in January 2023, but read “Access to this dataset has been disabled Temporarily disabled on dataset author’s request” by January 2024. Id. [https://perma.cc/3B6S-HFEN].

5B, it’s clear that the content of the data set is not images but URLs to the images paired with a certain text.\textsuperscript{45}

Once the correlations are learned, the second part of the process is creating new images. Diffusion is a technique to train a generative model to output images by learning to undo the steps of a fixed corruption process.\textsuperscript{46} We start from noise and ultimately reveal the image and its details at each iteration. The process is akin to that of creating a sculpture, as described by Michelangelo: “Every block of stone has a statue inside it and it is the task of the sculptor to discover it.”\textsuperscript{47}

Digital images are made of a different number of pixels, which are the smallest unit of a digital image or graphic that can be displayed and represented on a digital display.\textsuperscript{48} As explained, in diffusion-based models, the image-generation process starts with a pattern of random pixels.\textsuperscript{49} The model then gradually alters that pattern into an image, recognizing specific aspects of the image that correspond to the semantic representation pair of visual description and text.\textsuperscript{50} We can visualize this process as a TV screen displaying static, and then gradually removing that noise layer by layer until we get a clear picture.

The examples of image generation above are just a small sample to illustrate how technically complex and diverse GAI models can be. Through these examples, I aim to showcase that legal arguments reducing the debate to high-level abstractions are missing key elements required for a rigorous copyright infringement analysis, as different approaches and technical details in the training and implementation of GAI models carry consequences that impact legal definitions.

This brief explanation also reflects just the tip of the iceberg when it comes to the evolution of GAI. Besides now being able to integrate multiple domains (i.e., Multimodal AI), AI models have also grown in size. \textbf{Large Language Models (LLMs)} refer to gargantuan AI systems that use a vast corpus of training data and billions of parameters, and are specialized in Natural Language Processing

\textsuperscript{45} \textit{LAION-5B: A New Era of Open Large-Scale Multi-Modal Datasets}, LAION.AI, https://laion.ai/blog/laion-5b [https://perma.cc/5G6L-3ML6] (noting the data are “5.85 billion pairs of image URLs and the corresponding metadata at laion2B-en laion2B-multi laion1B-nolang (800GB),” and adding that “[t]he metadata files are parquet files that contain the following attributes: URL, TEXT, the cosine similarity score between the text and image embedding and height and width of the image”).

\textsuperscript{46} See CLIP: Connecting Text and Images, supra note 37.

\textsuperscript{47} Famous Quotes by Michelangelo, MICHELANGELO.ORG, https://www.michelangelo.org/michelangelo-quotes.jsp [https://perma.cc/SB46-64LG].


\textsuperscript{49} See Ramesh, supra note 31.

\textsuperscript{50} \textit{Id.}
tasks (NLP).\textsuperscript{51} Examples include OpenAI’s GPT-3\textsuperscript{52} (Generative Pre-trained Transformer) or Google’s BERT\textsuperscript{53} (Bidirectional Encoder Representations from Transformers).

A related concept that might sometimes overlap with LLMs is Foundation or Foundational Models. The term \textbf{Foundation(al) Models} was coined by the Stanford Institute for Human-Centered Artificial Intelligence to refer to models trained with a massive corpus of unlabeled data that can be reused for different tasks with just some fine-tuning.\textsuperscript{54} The idea is to train one model with as much data as you can get, and then adapt it to some other specific application within the same data domain:

In particular, the word “foundation” specifies the role these models play: a foundation model is itself incomplete but serves as the common basis from which many task-specific models are built via adaptation. We also chose the term “foundation” to connote the significance of architectural stability, safety, and security: poorly-constructed foundations are a recipe for disaster and well-executed foundations are a reliable bedrock for future applications. At present, we emphasize that we do not fully understand the nature or quality of the foundation that foundation models provide; we cannot characterize whether the foundation is trustworthy or not.\textsuperscript{55}

While there might be an overlap in underlying techniques or approaches, conceptually these models aim to serve different functions and purposes. LLMs can be considered Foundational Models for their scale, but Foundational Models are a broader category that is not limited to language, being more of a versatile “foundation” for a broader array of tasks.


Throughout this Part, I have both showcased the wide array of GAI models and architectures, and offered a sample of the variety of technical details that those models and architectures can have. In the discussion that follows, I will expand the conversation to reflect upon how legal arguments reducing the GAI and copyright debate to high-level abstractions are missing key elements required for a rigorous copyright infringement analysis. The way in which the data for training these models is collected, as well as the method in which they learn representations and generate new results, has ethical and legal implications that have to be meticulously considered, particularly when it comes to the intricacies of copyright law, as we will see shortly.

II. GAI AND CREATIVITY

By its legal definition, copyright protection is afforded to “original” works. This “originality” requirement has, in turn, been defined by courts as “having a modicum of creativity.” As a consequence, understanding what creativity is, namely what are creativity’s constitutive elements and possible definitions, becomes a key consideration in debates about GAI—particularly when trying to determine if creativity can be attributed to machines or if it is inherently an exclusively human feature. As I will discuss, this is another dimension where copyright principles might not be reconcilable with the challenges posed by GAI without having to twist their long-standing definition and interpretation in a forceful way, just to be able to accommodate this new technological reality.

Moreover, given that copyright theoretically should not make a distinction between different subject matters of protection, taking this path could have implications well beyond GAI, affecting the whole copyright ecosystem, as we will explore in Part IV. It is, therefore, relevant to trace the debate back to its roots, unpacking definitions of creativity, and pondering if its constitutive elements could be applicable to artificially created content.

The concept and definition of “creativity” is contentious in art and research, particularly at the intersection of computational creativity. Margaret Boden,
one of the leading scholars in creativity and AI research, defines “creativity” as the “ability to come up with ideas or artifacts that are new, surprising, and valuable.” Also, she emphasizes that creativity is a spectrum, not a yes or no question, but one that should prompt us to ask, “Just how creative is it, and in just which way(s)?”

In her research, she identifies three types of creativity:

- combinational (making unfamiliar combinations of familiar ideas),
- exploratory (exploring the limits of conceptual spaces), and
- transformational (transcendental paradigm shifts to what was known before).

Within that context, what AI does could easily be considered creative, either as combinational or exploratory, and check all the boxes on novelty, value, and surprise. But the analysis is not straightforward.

For example, when it comes to AI, should surprise be considered a) from the perspective of the creator of the system, b) from the perspective of the person constructing the prompts, or c) from the perspective of those observing the results?

In his famed paper *Computing Machinery and Intelligence*, mathematician and computer scientist Alan M. Turing raised a similar question, building upon Ada Lovelace’s reasoning. Lovelace—famous for her account of the “Analytical Engine,” which we now recognize as a steam-powered programmable computer—noted: “The Analytical Engine has no pretensions whatever to originate Ninth . . . but still, for these people, it wouldn’t really be creative. Several different arguments are commonly used in support of that conclusion. For instance: it’s the programmer’s creativity that’s at work here, not the machine’s. The machine isn’t conscious, and has no desires, preferences, or values—so it can’t appreciate or judge what it’s doing. A work of art is an expression of human experience and/or a communication between human beings, so machines simply don’t count. . . . Because creativity by definition involves not only novelty but value, and because values are highly variable, it follows that many arguments about creativity are rooted in disagreements about value. This applies to human activities no less than to computer performance. So even if we could identify and program our aesthetic values, so as to enable the computer to inform and monitor its own activities accordingly, there would still be disagreement about whether the computer even appeared to be creative. The answer to our opening question, then, is that there are many intriguing relations between creativity and computers. Computers can come up with new ideas, and help people to do so. Both their failures and their successes help us think more clearly about our own creative powers.”

59. *Id.* (emphasis omitted).
61. *Id.* at 3-6.
anything. It can do whatever we know how to order it to perform.”

Lovelace was referring to the argument that machines cannot originate anything new beyond the information that has been made available, and that they only create within the parameters of their coded instructions. Turing disagreed. In so doing, he considered whether machines can take us by surprise. In his view, a) he is frequently surprised, but b) it comes from a human failure of not being able to anticipate the possible outcomes:

The view that machines cannot give rise to surprises is due, I believe, to a fallacy to which philosophers and mathematicians are particularly subject. This is the assumption that as soon as a fact is presented to a mind all consequences of that fact spring into the mind simultaneously with it. It is a very useful assumption under many circumstances, but one too easily forgets that it is false.

Turing implies that surprise (and therefore creativity), does not come from machines progressing beyond their programmed inputs, but from humans not being able to foresee all the possible permutations of a computational output.

With this argument, he anticipates one of the guiding questions about computational creativity: Are machines (AI) just tools that respond to programmed commands, or can they produce outputs that could be deemed creative?

A. AI: Mere Tool or Creative Entity in Its Own Right?

More recently, discussions around AI have centered around whether it is a mere tool or a creative entity in its own right, with compelling arguments on both sides. Computational creativity researcher Simon Colton has been a leading proponent of autonomous creativity. He developed “The Painting Fool,” a software that he “hope[s] will be taken seriously as a creative artist in its own right, one day.”

He further elaborates that:

63. Id. at 451.
64. For those fond of superhero comics and movies, you can picture this as the ability that Doctor Strange has to see all possible future outcomes of a given situation. Thomas Bacon, Why Doctor Strange Saw Exactly 14,000,605 Futures in Infinity War, SCREENRANT (Mar. 6, 2019), https://screenrant.com/infinity-war-doctor-strange-futures-how-many-why [https://perma.cc/SS5B-RX5K]. Fun fact, both Alan M. Turing and Doctor Strange have been played by the same actor, Benedict Cumberbatch.
This aim is being pursued as an Artificial Intelligence (AI) project, with the hope that the technical difficulties overcome along the way will lead to new and improved generic AI techniques. It is also being pursued as a sociological project, where the effect of software which might be deemed as creative is tested in the art world and the wider public.  

Along those lines, Stephen Thaler, creator of an AI named DABUS (Device for the Autonomous Bootstrapping of Unified Sentience), has been sustaining high-profile legal battles to have the AI declared as an inventor and author, with mixed results. The decision in D.C. federal district court against the AI being considered an autonomous author is now under appeal.  

This dichotomy of “tool” versus “autonomous creator,” in turn, has lent itself to establishing categories of “machine/Al generated” or “machine/Al assisted” content, which has impacted how we think about legal categories of authorship in copyright. The exact definition of what falls into the scope of said categories is also a subject of debate.  

- What is the extent of human intervention needed to consider AI to be a mere assistant or tool and not an autonomous creator? Is
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69. For the purpose of this Section, it is very interesting to read the arguments condensed in the brief under the section titled “The Work Is Sufficiently Original and Creative.” Brief for Plaintiff-Appellant at 27-29, Thaler v. Perlmutter, No. 23-5233 (D.C. Cir. Jan. 22, 2024).

70. MANTEGNA, supra note 4, at 307-33.

crafting a very creative prompt sufficient? Or could the requisite level of intervention be found in the way a human iterates on several variations of an output, or curates the results like a creative director?

- Where lies the “de minimis” threshold of creativity? When courts and copyright offices are pondering about those thresholds, does that not equate to evaluating the artistic merit of a work, which is barred under the “aesthetic neutrality” doctrine?
- Is it not contradictory that the Copyright Office denies registration to works deemed to involve “low human intervention” (like those produced by text-to-image prompt models), implying that the threshold of the modicum of creativity has not been crossed, but in the same breath, denies registration to AI works on the grounds that they have not been produced by a human being?

What happens to all those inputs caught up in the middle of these grayscales of human-and-AI collaboration?

All of the above are, in my eyes, still open questions that will be relevant to deciding the barrage of AI lawsuits we have seen in the past years and those still yet to come.

In my research and artistic experimentation, I have tried to find some answers by testing the creative limits of AI systems. In May 2022, after finishing my intervention as an external red teamer for DALL-E 2, I started probing those boundaries of human intervention and surprise in a project which I dubbed #MonaLisaInTheStyleofDalle. My working hypothesis involved setting a well-known driving example (the Mona Lisa) and restricting users’ intervention to signaling an artist, style, or situation (with the human input being limited to adding just the phrase, “in the style of”).

Evaluating the outputs for creative merit under the key criteria of creativity proposed by Boden, some results were clearly fascinating, as you can see below:72

---

72. For additional outputs, see Micaela Mantegna (@whoisgallifrey), Twitter (June 13, 2022, 11:58 PM), https://twitter.com/whoisgallifrey/status/1536587530353889 [https://perma.cc/J8HR-YXGV].
We might argue that the aesthetic value of some images is a transitive property of the creativity of the artists invoked by the prompt (which also raises questions about how GAI performs well through the use of artistic “styles,” which are unprotectable under copyright law). But there are also interesting images produced with little context. One example is an early output of Midjourney, where the prompt used, “searching for the G-spot,” which produced intriguing juxtapositions of a female body with a Google Maps-like location marker:
The outputs above are certainly ingenious and surprising. But can we agree that they are therefore creative?

Is it the case that the sheer scale of GAI models allows us to “be surprised” by the results, much in the way that Turing explains how we are surprised by unexpected outcomes? Is that “surprise” a fine tuning between novelty and what is expected as a coherent outcome? An output that is too close to what is expected is boring (and arguably, not novel), but with too much “surprise,” the outcome is rubbish.\(^7\) When we ask ChatGPT a question, we “expect” an output that fits within our mental representations of the scope of what constitutes a reasonable answer. If it goes too far, with an “unconnected” reply, then a user would believe that the system doesn’t work. Such a system might have “surprise,” but it lacks “value.” But as in the case of the G-spot image, I think some of those subtle unexpected connections add surprise and value.

When Midjourney creates a representation of a prompt, some “decisions” (in the objective sense of “this or that,” not as in an intentional choice) are filling in the blanks of the prompt based on a correlation of image-and-text semantics pertaining to the same cluster of possibilities. According to a recent study published in the Creativity Research Journal, there are five common elements that can be identified in definitions of “creativity”: an actor, process, outcome, domain, and space.\(^7\) And “[c]reativity is usually considered an interactive process where actors create novel outcomes as part of different domains in varying environments.”\(^7\) Even when under most definitions the “actor” role tends to be filled with a human figure, the authors argue that there is no obstacle for AI to be considered an actor: “from a posthuman perspective, knowledge and creativity are co-constituted with artifacts or technologies.”\(^7\)

The debate about AI creativity is thus more nuanced and complex than reductionist narratives automatically equating AI outputs to plagiarism. This Section sought to showcase how appreciating creativity is a contentious quest. Rather than the answer to a binary question, creativity might seem more of a gradient, a magnitude that is also contextual in the eyes of the beholder. In fact, as we will see in the next Section, when it comes to the “outcome” element, there

---

\(^7\) Ahmed Elgammal et al., CAN: Creative Adversarial Networks, Generating “Art” by Learning About Styles and Deviating from Style Norms, arXiv 6 (2017), https://arxiv.org/pdf/1706.07068.pdf [https://perma.cc/H25S-3859] (“[T]he novel work should not be too novel, i.e., it should not be too far away from the distribution or it will generate too much arousal, thereby activating the aversion system and falling into the negative hedonic range . . .”).

\(^7\) Roosa Wingström, Johanna Hautala & Riina Lundman, Redefining Creativity in the Era of AI? Perspectives of Computer Scientists and New Media Artists, CREATIVITY RSCH. J., Aug. 18, 2022, at 1, 1 (citations omitted).

\(^7\) Id.

\(^7\) Id. at 3.
is an interesting point to be made about how we evaluate the creative results of machine-made and human-made works.

B. A Turing Test for the Arts

To some extent, negative reactions to machine creativity resemble similar nuanced arguments raised historically about artificial intelligence, and whether a machine can think. The arguments against machine creativity that we see today are akin to the “Theological Objection” or “Argument from Consciousness” raised by Alan M. Turing in the seminal article, Computer Machinery and Intelligence, in 1950.77

Turing’s “imitation game” is a philosophical proposition of the irrelevance of that question.78 Asking if a machine can think as a human is as pointless as wondering if a plane can fly like a bird; for all that matters, both are up in the air. Inquiring into whether a machine can be as creative as a human might prove equally futile.

We might not agree about whether a machine can be creative (because it also raises questions about agency, consciousness, intention, and the very definition of creativity), but we can certainly make the case that some of the outcomes of AI-generated art are indeed creative.79

As we saw, resolution of the debate will depend on how we define creativity and whether we accept the premise of the imitation game. At this stage of GAI’s evolution, we might already have reached a tipping point where we can no longer tell the difference between human- and machine-made works.80 Can we spot the difference between AI- and human-generated creations? Can experts even do so?80 And a question very relevant to this Essay: if that is the case, how does that fare for copyright purposes? Can one rationally defend the proposition that copyright rewards originality and creativity and at the same time, treat human- and AI-generated works as legally distinct—even if we can’t tell the difference?

---

77. Turing, supra note 62, at 443-47.
78. Id. at 433-34.
Such an incongruity conflicts with the doctrine of “aesthetic neutrality” carved out from the celebrated quote of Justice Oliver Wendell Holmes in *Bleistein v. Donaldson Lithographing Co.*, in which he cautioned, “It would be a dangerous undertaking for persons trained only to the law to constitute themselves final judges of the worth of pictorial illustrations, outside of the narrowest and most obvious limits.”

Beyond creativity, there is also a question of artistic value. Is the value of a work in the objective appreciation by the audience, or rather in the intention, skill, or effort of the artist? A 2023 study concluded that “people might admire AI-made (vs. human-made) art less and let themselves be less impressed by it because they (convinced themselves to) view it as less creative.” Authors of the experiment found that “recent advances of artificial intelligence (AI) in the domain of art (e.g., music, painting) pose a profound ontological threat to anthropocentric worldviews because they challenge one of the last frontiers of the human uniqueness narrative: artistic creativity,” and that “[s]ystematic depreciation of AI-made art (assignment of lower creative value, suppression of emotional reactions) appears to serve a shaken anthropocentric worldview whereby creativity is exclusively reserved for humans.”

Back in 2022, I proposed that a “source indifference” principle might be derived from the aesthetic neutrality doctrine, resonating with the Continental Law maxim of “ubi lex non distinguat, nec nos distinguere debemus” (where the law does not distinguish, we should not distinguish). If we are unable to pass the Artistic Turing Test because we cannot aesthetically determine whether a work is produced by a human or AI, then the law should likewise not differentiate between the two types of works. That is unless we decide to take copyright completely out of the conversation around regulating GAI—a proposal for which this Essay lays the groundwork.

In summary, through the lens of Boden’s creativity types, we can understand how AI’s outputs challenge traditional notions of creativity and, therefore, originality and authorship, prompting reevaluation of both copyright law and our

---

81. 188 U.S. 239, 251 (1903).
82. Debates about artistic value are not unique to AI-generated art. This has been an ongoing conversation in the art community. Consider, for example, Duchamp's *Fountain* and the “ready-made” movement, which reimagined everyday “found objects” into artistically significant pieces. Jon Mann, *How Duchamp’s Urinal Changed Art Forever*, ARTSY (May 9, 2017, 4:08 PM), https://www.artsy.net/article/artsy-editorial-duchamps-urinal-changed-art-forever [https://perma.cc/T6NA-GLTZ].
84. Id. at 1.
85. MANTEGNA, supra note 4, at 70-71.
understanding of creativity itself. As we have seen throughout this Section, the exploration of GAI’s capacity to produce surprising outputs demonstrates both its potential to replicate aspects of human creativity and the philosophical debates it sparks, which are tightly connected with ethical consideration of how this technology is being utilized in society and who is being excluded from the wealth it produces.

III. GAI, ETHICS, AND COPYRIGHT: UNETHICAL VS. ILLEGAL

Over the past two years, a fierce cultural battle has been taking place, marked by sharp divisions between those supporting and opposing AI in the artistic community. This dispute has escalated to public shaming,\(^6\) visceral rejections,\(^7\) and, alarmingly, even death threats.\(^8\)

There is a point to be made about how passionate reactions can be motivated by fear: human beings are not afraid of those things that aren’t perceived as a threat. Just a few years ago, Boston Dynamic’s robots’ feeble attempts at coordination were the Internet’s laughing stock.\(^9\) A short time later, in the ever-progressing robotics and AI race, robots are able to gracefully dance with BTS,\(^10\) and more worryingly, be armed and weaponized by police forces.\(^11\) Now, we are watching rather than laughing.


We cannot consider the ethics of GAI in isolation; they must be understood as part of the broader conversation around AI ethics. In my previous work, I’ve covered this subject in depth, including a framework for assessing the different dimensions of AI’s impact on society. I direct readers to that work for a comprehensive understanding of those dimensions. For the purposes of this Essay, just refer to some of the salient connections in terms of transparency, scalability, and bias.

Furthermore, GAI ethics extend beyond copyright and the AI versus artists dichotomy. By taking in real-world data and releasing outputs into the digital wild, GAI is both appropriating and reshaping visual, semantic, and cultural signifiers. Specifically, GAI is imposing imagery of hegemonic, unattainable, westernized ideas of beauty, which further enhance body dysmorphia and mental-health issues stemming from social media use.

With its invisible architecture and oligopolistic physics, GAI is creating ontological aesthetics and semantics, releasing meaning and visual representations of the world, into the world. As consumers of digital culture, we assimilate and validate these representations, thereby closing the feedback loop. When we prompt a GAI model to create “the most beautiful person in the world,” those terms come loaded with visual representations that are learned from the training data, as we discussed in Part II. When the output equates “beautiful person” with a Caucasian, blond woman, it is not just showcasing a biased result, but more pervasively, creating a visual imaginary that is redefining the semantics of those terms.

---


94. One example is Aitana, an extremely successful AI Model who exemplifies western beauty ideals. See Laura Llach, Meet the First Spanish AI Model Earning up to €10,000 per Month, EURONEWS (Jan. 1, 2024), https://www.euronews.com/next/2024/01/20/meet-the-first-spanish-ai-model-earning-up-to-10000-per-month [https://perma.cc/K9UV-EN8B].


GAI is also hallucinating facts and rewriting history. Amidst a myriad of AI harms, GAI is contributing to the collective erosion of democracy through deep-fakes, troll-bot swarms, and filter bubbles. Meanwhile, at the individual


level, GAI continues to fuel classism,\(^1\) racism,\(^2\) and misogyny,\(^3\) and fake explicit images of celebrities\(^4\) and regular people alike.\(^5\) What’s more, in the middle of the epidemic of loneliness,\(^6\) there is an already blooming market of AI companions, ripe for emotional manipulation and attachment-as-a-service.\(^7\)

Ethical problems are not limited to harmful outputs; they are present at various stages of the AI pipeline. Data-enrichment workers are refining the raw data materials that power AI systems, cocreating wealth but not participating in it.\(^8\) Like an automated colonialism of sorts, Global South workers are contributing to the Global North AI bonanza by providing data cleansing, labeling, content


moderation, and other forms of sanitization of AI systems.\textsuperscript{109} Data workers are subjected to psychologically taxing work reviewing disturbing, violent, or explicit content—with extremely low wages.\textsuperscript{110} Described as “ghost work,”\textsuperscript{111} the term emphasizes both the invisibilization of the labor and the “fauxtornation” that it perpetuates.\textsuperscript{112}

While artistic integrity, consent, and proper attribution stand at the forefront of current discourse on ethical GAI concerns centered around artists, the economic implications, particularly regarding GAI’s role in displacing creative and content-creation jobs, also undeniably fuel the public outrage. Adding insult to the injury of artistic appropriation, the scale, volume, costs, and velocity of AI outputs, against which humans cannot compete, is contributing to an unfair advantage over artists, priming creative fields for labor displacement. In essence, ethics is about making “wrong” or “right” choices, and the systemic (not just moral) rationales of how we decide.\textsuperscript{113} Here, instead of technology assisting creative processes aligned with ethical values of empowerment,\textsuperscript{114} GAI is deployed to replace human creativity, and those who make a living out of it.\textsuperscript{115}

Although the judiciary has yet to decide the legal status of GAI, its fate seems to be already sealed in the court of public opinion. Commercial applications of GAI have increasingly become a source of reputational risk, and a public-


\textsuperscript{113} See PROMETHEAN AI, https://www.prometheanai.com [https://perma.cc/2XG9-QKTL].

relations management nightmare, with companies vowing not to use it on their products (and getting caught doing so).\(^\text{116}\)

But just because something is unethical, it does not necessarily follow that it is illegal. In public discourse around GAI, ethics and illegality are conflated and sometimes treated as interchangeable. When writers ask in their headlines if AI is “copying” or “pirating” content from artists, they are passing a moral judgment that blurs this important distinction, hindering our ability to find an effective legal solution to artists’ demands for consent, attribution, and redistribution. In my understanding, the question we should be asking is not whether an AI is “copying” artists’ work, but rather: “Do the works created by an AI infringe on the rights of the works used for training purposes?” And as subtle as they might seem, the semantics here carry important legal consequences, as “copy” has different meanings in the context of natural language and copyright law, where it is a legal term loaded with specific technical connotations and requirements.

Copyright grants several rights to their owners, like copying, adapting, distributing, performing, or displaying a work.\(^\text{117}\) Infringement happens when someone else engages in those activities either:

a) without the owner’s permission; or
b) when the acts are not exempted from liability by law as one of the limitations and exceptions to copyright (e.g., informational or educational uses, social commentary, parody, or fair use).\(^\text{118}\)

The intricacies and nuances of copyright law might have contributed to simplistic views that equate any GAI output to copyright infringement, with no consideration of the limitations and exceptions to exclusive rights.\(^\text{119}\) Not every “appropriation” or “collage” is illegal, as courts have found in Cariou v. Prince,\(^\text{120}\) and

---


\(^{118}\) Id. at 4–5; Teleprompter Corp. v. Columbia Broad., 415 U.S. 394, 415 (1974) (“Although the Copyright Act does not contain an explicit definition of infringement, it is settled that unauthorized use of copyrighted material inconsistent with the ‘exclusive rights’ enumerated in § 1, constitutes copyright infringement under federal law.”) (citing Melville Nimmer, Nimmer on Copyright § 100 (1973)).


\(^{120}\) 714 F.3d 694, 712 (2d Cir. 2013), cert. denied, 134 S. Ct. 618 (2013).
similar cases. As stated, those narratives ignore the technical legal requirements regarding what constitutes a “copy” as defined by the law, which is very different from the colloquial use of the term. Conflating unethical with illegal and misrepresenting copyright law technicalities might seem beneficial in terms of winning public opinion’s favor, but such narratives are ineffective in court and detrimental in the long run to finding a systemic policy solution to GAI problems, as I will explore in the next Part.

IV. WHY COPYRIGHT IS NOT THE RIGHT POLICY TOOL

In this Part, I offer initial reasons that contextualize why copyright may not be the most appropriate mechanism to address the impacts of GAI. Methodologically, I intend to create a taxonomy of arguments from individual and collective points of view, considering the perspective of creators and society alike. From the creators’ perspective in particular, I take into account consent, attribution, and compensation. From the collective perspective, I consider how applying the copyright framework to GAI can have an expansive effect well beyond the intended scope, which is detrimental to society as a whole. As a work in progress, this Essay intends to contribute to a global conversation about rethinking copyright policy and strategies regarding GAI models, while setting the groundwork to expand this taxonomy. As such, while this Essay will provide an introductory overview of the challenges at hand, an exploration of potential solutions beyond copyright to address creators’ concerns, such as policy strategies or technical approaches will be the subject of a subsequent essay.

A. From Artists and Creators’ Standpoint

1. Creative Market Economics Take Advantage of Creators

To begin, one must do away with the assumption that copyright equates to protecting artists and creators, by distinguishing authorship from ownership. Since the moment of the creation of an intellectual work, copyright confers different economic rights to said work. Copyright is in place to protect the owners of copyright interests, who may or may not be the same people who created those works, as the ownership rights may have been contractually assigned to someone else. This distinction is relevant to the GAI debate. Taking advantage of copyright law and online contracts, creative markets and large corporate owners of copyright interests are mistreating the very same creatives they claim to foster

and protect. Taylor Swift’s experience is a prime example of the way creative markets harm creators, with the publicized dispute over her rights to her own work. Expanding copyright law to cover GAI model outputs does not guarantee that the alleged benefits will reach creators, rather than being absorbed by the owners of the copyright interests.

Rebecca Giblin and Cory Doctorow extensively discussed the unfair structure of creative markets in the context of platforms in their book Chokepoint Capitalism, where they offered a brilliant analogy that is applicable to GAI:

Under [the current conditions of creative markets], giving a creator more copyright is like giving a bullied school kid extra lunch money. It doesn’t matter how much lunch money you give that kid – the bullies will take it all, and the kid will still go hungry (that’s still true even if the bullies spend some of that stolen lunch money on a PR campaign urging us all to think of the hungry children and give them even more lunch money).

By way of example, residuals were one of the main negotiating points during the 2023 SAG-AFTRA strike. Actors decided to strike not just because of the looming changes that GAI was bringing to the entertainment industry, but also to fight to balance their contracts in light of the existing streaming platforms landscape. Actors already had copyright over the performances that were subject to those contracts, so one might well argue that the problem was not the technology, but rather how those contracts were structured with respect to revenue

122. JAMES O. YOUNG, RADICALLY RETHINKING COPYRIGHT IN THE ARTS: A PHILOSOPHICAL APPROACH at x, 3-5, 66, (1st ed. 2022).

123. “For years I asked, pleaded for a chance to own my work. Instead I was given an opportunity to sign back up to Big Machine Records and ‘earn’ one album back at a time, one for every new one I turned in. I walked away because I knew once I signed that contract, Scott Borchetta would sell the label, thereby selling me and my future. I had to make the excruciating choice to leave behind my past. Music I wrote on my bedroom floor and videos I dreamed up and paid for from the money I earned playing in bars, then clubs, then arenas, then stadiums.” Taylor Swift, TUMBLR (June 30, 2019), https://taylorswift.tumblr.com/post/185958366550/for-years-i-asked-pleaded-for-a-chance-to-own-my [https://perma.cc/CES9-SZL8].


Sharing.\textsuperscript{127} Without a substantial change to the business models of creative industries, expanding copyright rules to include training data, or to dispute AI outputs on the ground of similarity, will not guarantee that money will reach the hands of authors. Nor will it stop money from being funneled into the pockets of copyright interests owners (i.e., intermediaries in the music industry like record labels)—particularly if one connects the dots with the other arguments presented in this Section.

2. Artists Opt Out and Consent to the Use of Their Works

Extending the copyright framework to GAI will not fix practical challenges about consent and attribution that creative workers are already facing today, particularly in those legal systems that do not consider moral rights, as Continental Law does.

Without concerted collective action, opt-out mechanisms can become pointless, particularly when the model has already been trained.\textsuperscript{128} They could also be ineffective for certain types of data, like text (where it would be more difficult to probe influences or styles that are more visible in text-to-image outputs) and factual compilations (as facts are not covered by copyright, and databases or compilations have only thin copyright protection when the selection or arrangement is creative enough to be original).\textsuperscript{129}

For smaller players, individual consent can be undermined by peer pressure (“others in my industry are accepting these conditions, therefore I should if I want to work”) and asymmetries in negotiation power. For instance, creators might find themselves coerced into giving consent to the use of their work for training purposes as part of contractual agreements. This is not just a hypothetical assumption, as today, workers covered by copyright experience a


predicament where NDAs restrict their ability to include their works in portfolios. This has been something prevalent in the video game industry, showcased by movements like #TranslatorsInTheCredits.\footnote{Yuki Kurosawa, Game Translators Discuss Being Left Out of the Credits & Why Veterans Are Leaving the AAA Space, AUTOMATON MEDIA (Dec. 24, 2021), https://automaton-media.com/en/news/20211224-7911 [https://perma.cc/3Za3-BNZH]; Margaux Pirog, #TranslatorsInTheCredits, LINKEDIN (Sept. 1, 2023), https://www.linkedin.com/pulse/translatorsinthecredits-margaux-pirog [https://perma.cc/85SE-27SB].}

3. **GAI Copyright Litigation Is Expensive, Complex, and Unsustainable**

As shown by the general overview of GAI in Part I, GAI models are complex and diverse in terms of techniques and approaches. These models often lack transparency, either due to their inherently opaque technical nature or because the law limits access to them, making the model a black box.\footnote{See, e.g., 17 U.S.C. § 1201 (2018) (prohibiting circumvention of copyright protection systems).}

If one considers this technical complexity of AI, and add to the mix:

a) the complexities of copyright law (considering how contextual and fact intensive it is);

b) the particularities of copyright litigation (considering how expensive and long the process can be, with uncertain outcomes, particularly when related to technology);\footnote{Google LLC v. Oracle America, Inc., 141 S. Ct. 1183 (2021) was decided on April 5, 2021 after more than a decade of litigation. Gary Myers, Muddy Waters: Fair Use Implications of Google v. Oracle America, Inc., 19 NW. J. TECH. & INTELL. PROP. 155, 155 (2022).}

c) and moreover, the atomized nature of the myriad of individual authors, works and data that go into a training dataset;

one can’t help but conclude that copyright litigation might not be an optimal solution. What would await artists is a “litigation treadmill” of sorts. A myriad of artists from all over the world and different disciplines would potentially have to litigate against multiple GAI developers, in a context where technology is dynamic and rapidly evolving. Imagine having to identify your works in each GAI model and sue each company only to discover after lengthy trials, that there is a sprout of new models out there using your works, and that you will have to sue again.

What’s more, as has happened before in the history of copyright and technology litigation,\footnote{See, e.g., Am. Broad. Cos., Inc. v. Aereo, Inc., 573 U.S. 431, 452 (2014); Sony Corp. of Am. v. Universal City Studios, Inc., 464 U.S. 417, 499-500 (1984).} the outcome of a case could potentially inspire developers to
create technical workarounds to circumvent the latest verdict, forcing artists to start the litigation game all over again.

There is also a pragmatic argument to consider: AI companies will fight to protect their investment in their product, and, by these companies own accounts, these models cannot be useful without including copyrighted content. As OpenAI clearly stated in its submission to the House of Lords Communications and Digital Select Committee:

Because copyright today covers virtually every sort of human expression—including blog posts, photographs, forum posts, scraps of software code, and government documents—it would be impossible to train today’s leading AI models without using copyrighted materials. Limiting training data to public domain books and drawings created more than a century ago might yield an interesting experiment, but would not provide AI systems that meet the needs of today’s citizens.134

Given the substantial financial stakes involved,135 Big AI will fight fiercely in court to protect its investment. Like Big Tech, Big AI has considerable resources, so they are well-equipped to outspend most plaintiffs in legal disputes and sustain lengthy suits in court.

4. Copyright-Law Gray Areas Regarding GAI Create a High-Risk, Uncertain Litigation Landscape

Over the past year, a wave of AI lawsuits, encompassing both class-action suits and individual plaintiffs, has targeted every major GAI company.136

As discussed in the previous Section, numerous factors indicate an impending intense and lengthy judicial battle—particularly because the legal issues in terms of copyright are not as straightforward or binary as predominant media narratives have suggested. Indeed, several questions in the area of copyright and GAI remain open to judicial interpretation, with the most prominent being:

a) GAI using materials for training might not create a “copy” in the technical copyright definition of the term. A relevant element for analysis in the copyright

134. OpenAI—Written Evidence (LLM0113), House of Lords Communications and Digital Select Committee Inquiry: Large Language Models, HOUSE OF LORDS 3 (Dec. 5, 2023) [hereinafter OpenAI—Written Evidence], https://committees.parliament.uk/writtenevidence/126981/pdf [https://perma.cc/88BF-BLQ7].


context is whether GAI models create copies of works in a way that fits with the legal definition of “copy.” 17 U.S.C. § 101 provides that definition:

“Copies” are material objects, other than phonorecords, in which a work is fixed by any method now known or later developed, and from which the work can be perceived, reproduced, or otherwise communicated, either directly or with the aid of a machine or device. The term “copies” includes the material object, other than a phonorecord, in which the work is first fixed.

There are certain elements of this definition that raise questions about whether GAI models create a copy, particularly considering the fixation requirement. When describing the diffusion technique, briefing from one AI lawsuit characterizes Stable Diffusion as “a 21st-century collage tool.”138 Plaintiffs refer only to the second part of the process, inexplicably omitting the first part of the training that involves mapping the intersections between word-images pairs. In doing so, plaintiffs misrepresent the inner workings of these models as merely “a collage.”139 This mischaracterization is repeated when they argue, “Ultimately, a latent image is just another copy of an image from the training dataset,”140 trying to enforce the idea that there is a simplistic, traceable, and direct correlation between training data, latent representations, and the final image that results from a user’s prompt. Those inaccuracies were also pointed out extensively in an online rebuttal of the lawsuit.141

Contrasting the technical details outlined in Part I with the legal definition of “copy” under copyright law illuminates these inaccuracies. Take, for example, Stable Diffusion documentation, dataset and model cards. Diffusion models are trained to extract mathematical representations, linking text-image semantics and learning visual representations from natural language. Then, they use variations of diffusion techniques to reconstruct an image that correlates to the prompt input, starting from noise and adding layers of detail in each iteration. Extracting the underlying mathematical information from the correlation of a text with an image and the cosine distance is not a process that creates a

140. Id. at 18 (emphasis added).
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reproduction of that work. There may not be fixation either, as some databases do not contain images per se, but rather URLs to images hosted on the Internet.\textsuperscript{142}

The concept of “copy” should not be extended to cover any technical process that is applied to a work, particularly in the digital age. William Patry notes that the meaning of “copy” has been shifting—increasing in scope in copyright law to grapple with technological innovation such that it now includes “transitory acts such as buffering, caching, or non-consumable versions that are necessitated by the automatic operation of computers or other digital technologies.”\textsuperscript{143} These “ephemeral copies” (like the briefly stored copies of packets transmitted through the Internet that allow it to work) are subject to particular rules, like those stated in 17 U.S.C. § 112,\textsuperscript{144} and have been the subject of intense litigation as well.\textsuperscript{145}

b) Training could be considered a transformative activity under fair-use analysis. A relevant precedent to consider is Authors Guild v. Google, Inc.\textsuperscript{146} The case stemmed from Google’s collaboration with several major research libraries to digitize their collections. The Google Books Project intended to index their contents to create a “virtual card catalog of all books in all languages” and make them searchable online.\textsuperscript{147} The Authors Guild initiated the suit, arguing that the digitization process amounted to copyright infringement. After a lengthy battle, the court ruled in favor of Google, finding that it was transformative and therefore a fair use to create digital copies of books from library collections (even in their entirety), without permission or payment, for the purpose of making the digital copies available for library collections and allowing the public to search them using a search engine. What AI models do in the learning process is so radically different from the creative use of a work that it is possible that courts could consider it transformative and hence a fair use, in the same way as the digitization of books by Google.


\textsuperscript{146} 804 F.3d 202 (2d Cir. 2015).

c) Styles are unprotectable under copyright law. Copyright does not protect ideas but rather their concrete expression. As a result, styles, genres, and other elements related to ideas are unprotectable under copyright law. There is, thus, a strong argument to be made that when AI models mimic an artist by extracting features of the artist’s work, those features amount to the artist’s style and are therefore beyond the scope of copyright’s protections.

d) AI-generated outputs are not necessarily derivative works. Some of the arguments usually tossed around in the ongoing debate about copyright and GAI rest on the assumptions that GAI models create a copy during training, and a work’s presence in the training dataset transforms GAI outputs into a derivative work. In fact, in one of the first suits regarding a GAI model, plaintiffs asserted that “[t]he resulting image [produced by AI] is necessarily a derivative work, because it is generated exclusively from a combination of the conditioning data and the latent images, all of which are copies of copyrighted images. [The AI model] is, in short, a 21st-century collage tool.”

But these arguments rely on a causation fallacy and reductionism because, as discussed above, latent representations are not “copies” as defined by copyright law, and the outputs of a GAI model are not necessarily a derivative work in the sense of there being a direct correlation between the “original” work and the outputs (particularly in light of the traceability issues explained in Section IV.A.5 supra).

Moreover, both the copy and derivative work questions require factual determinations that need to be made on a case-by-case basis by courts, which need to consider the inputs, outputs, substantial similarity, and, even in the case of substantially similar and derivative works, if the new work is original enough to be protectable in its own right, and therefore neither derivative nor infringing. GAI models are developed in such a way that the output should not be a verbatim representation of a training element in the dataset. For example, OpenAI considered mitigation strategies to prevent what is called “image regurgitation,” overtraining, overfitting, and memorization.

It is also worth noting that even if one were to accept the premise that GAI model outputs are effectively a collage, neither collages nor remixes are per se illegal; they must be subjected to the fair-use analysis in those jurisdictions that have established such legal provisions.\(^\text{150}\)


\(^{150}\) See, e.g., Cariou v. Prince, 714 F.3d 694 (2d Cir. 2013), cert. denied, 134 S. Ct. 618 (2013).
5. Redistribution and Attribution Are Infeasible Through Copyright Rules

For the sake of this discussion, let’s assume that GAI ligation is successful. How would concepts of attribution and distribution work under existing copyright rules of compensation? Should every author whose work is present in the dataset have an equivalent claim over every single output? How would such an outcome work in practice? Here, consider again the Stable Diffusion example. The model’s training dataset, LAION 5B, is composed of “5.85 billion CLIP-filtered image-text pairs.”\footnote{Christoph Schuhmann et al., LAION-5B: An Open Large-Scale Dataset for Training Next Generation Image-Text Models, \textit{arXiv} (Oct. 16, 2022), http://arxiv.org/abs/2210.08402 [https://perma.cc/QK2D-TL7N].} Given the massive size of the training set, it is difficult to imagine how one could trace the attribution and weight of a single work into the final end result. To do so would be like proposing that a given output image is attributable to 5.85 billion copyright interests.

To put that scale into perspective, recall that 6 billion was the entire world population in 1999.\footnote{United Nations Secretariat, \textit{The World at Six Billion}, UNITED NATIONS (Jan. 1, 1999), https://www.un.org/development/desa/pd/content/world-six-billion [https://perma.cc/T8CC-9YPG].} So, arguing that a Stable Diffusion output is derivative of the specs of those multiple individual works in the dataset, or that is results from the potential combination of all of the works, would be like saying that every person walking the Earth in 1999 would have a copyright interest in every single image that is produced by these systems. This sounds like subatomic-level copyright.

Also, this objective attribution of sorts erases the possibility of considering other instances of originality, like the creativity of a user’s prompt, and ignores the rich debate over computer creativity that has been sustained in the field of AI art.\footnote{See supra Part II.}

One could argue that some training works have a bigger presence in an AI model’s output. However, it would be difficult to trace that presence and quantify the weights and inner workings in order to measure its impact on each potential output. As the problems of interpretability and traceability in AI ethics have showcased,\footnote{Mantegna, supra note 92, 23-29.} such tracing would be a near impossible proposition, especially if done at scale for each GAI output.

* * *


\footnote{See supra Part II.}

\footnote{Mantegna, supra note 92, 23-29.}
The problems highlighted throughout this Section need a systemic solution. This is where AI policies, by introducing flexible mechanisms for redistribution and fair compensation that are not tied to arcane and contextual interpretations of facts on a case-by-case basis, can outshine copyright frameworks and create a more sustainable and certain landscape for artists. Despite its flexibility, one of the problems of fair use is that it is tied to litigation, therefore introducing uncertainty both for copyright interest owners and new creators alike, as the fair-use determination ultimately needs to be made by a court, in an ex post scenario. Crafting policy mechanisms—guided by the best interests of creators instead of owners—that establish clear and practical rules for compensation, consent, and attribution would be a way to avoid that kind of procedural hurdle.

### B. From Society’s Standpoint

As introduced at the start of Part IV, expanding copyright provisions to cover GAI cases has potential repercussions that affect not just creators and AI companies but society as a whole. From this collective perspective, there are different layers and nuances to consider, ranging from arguments about how copyright expansion could impact the ethical development of AI by creating legal incentives for data substitution that further aggravates already existing bias in AI, to debates about unfair labor compensation, or incentivizing competition moats by creating scenarios where only already established players are able to enter AI markets.

1. “Unfair Stratification”: Rethinking Labor Categorization in AI-Training Inputs

Per the discussion in Part III, “ghost workers” are the invisibilized workforce whose labor-intensive contributions are driving growth in the current AI spring. Typically, this work is outsourced using low-wage, platform-based, third-party schemes, further separating those workers from the wealth they contribute to creating.

OpenAI has acknowledged that models would be irrelevant or ineffective without training on copyrighted materials. If so, the same is true about “ghost work”—the contributions of data workers globally are indispensable to fine tune and sanitize AI models. Recognizing one form of intellectual labor within the copyright framework while neglecting to acknowledge equally relevant contributions of other types of labor results in an unfair distinction that privileges one type of worker over another.

---

155. See OpenAI—Written Evidence, supra note 134.
As highlighted by the previous examples, this unequal recognition of different types of intellectual labor is particularly evident in the context of the labor inputs used in the development of GAI models, where both creative works and other types of more pragmatic intellectual labor are intertwined in the training process. Privileging creative intellectual labor over data-classification labor creates an unfair hierarchy within the AI industry and further stigmatizes ghost workers. Unlike copyright, policy interventions would allow regulators to design a uniform approach that recognizes and compensates all contributors alike.

2. “Copyright Poisoning”: Uncertainty of Provenance, Litigation Risks of Creation, and Economic Risks for Industries

The ambiguous legal status of GAI models that train on copyrighted works establishes an unstable foundation for other industries considering embracing this new technology, primarily due to potential litigation risks. This situation can be likened to a form of ‘copyright poisoning,’\(^{156}\) where the uncertainty of introducing one potentially risky asset spreads and taints everything it comes into contact with. For example, a GAI-generated character in a video game or cloned voices might compromise the whole creative work and halt the release or distribution of said game.

Concerned not only with legal risks but also public backlash, many gaming publishers and developers have taken a strong stance against the use of GAI, either through blanket bans\(^ {157}\) or restrictive policies for development.\(^ {158}\)

Further down the road, the increase in GAI outputs and difficulty of proving or policing “chain of provenance” requirements might create an uncertain landscape for creative industries, introducing high risks of litigation and economic costs (e.g., high insurance costs).\(^ {159}\) Paradoxically, GAI is a vital technology for...

\(^{156}\) Joe White, *Artists Use Poisoning Tool to Fight AI Copyright Infringement*, TORTOISE MEDIA (Feb. 1, 2024), https://www.tortoisemedia.com/2024/02/01/artists-use-poisoning-tool-to-fight-ai-copyright-infringement [https://perma.cc/X3AV-TTN7].


the present and future of video games and the metaverse, which explains why some major players have advocated for more permissive policies. And it is not just big players, the provenance problem also affects individual creators, who might be subjected to the impossible task of proving that they have not been assisted by AI. Like the serpent eating its own tail, the overreach of copyright law could end up carrying the seed of its own irrelevance, cannibalizing and paralyzing creative industries through high risks of litigation that would thwart copyright law’s founding purpose—resulting in what I refer to as a sort of “ouroboros copyright.”

3. Copyright Litigation Stifles Competition, Providing a Moat for Big AI

Major companies are so heavily invested in advancing GAI that they are willing to grant users immunity by assuming responsibility for potential copyright liability, or integrate “copyright shields” as part of their business strategy. Given how expensive copyright infringement and associated litigation can be, only those with big pockets can provide copyright immunity, creating a marketing moat that prevents new competitors from gaining entry. The stifling of competition is also aided by the reality that it is extremely expensive to train foundational models. And after training, there is the potential risk that companies may exploit copyright legal strategies to prevent others from accessing those models, cementing their competitive advantages.

As we have witnessed how the Internet landscape has become dominated by a few powerful players, we must pay attention to those players’ present race to

---

162. Day, supra note 159.
develop AI as a way to perpetuate their dominant position. And notably, copyright law can serve as a powerful tool for those players to achieve their goal.

4. GAI and Copyright Debates Reenact Past Debates About Criminalizing Web-Scraping

Historically, copyright lobbyists have often leveraged artists’ rights as a pretext for advocating for broader copyright protections.166 This time around, the portrayal of artists opposing GAI provides the perfect ethical façade of noble intent to sway public opinion. Much like a “Trojan horse,” this tactic subtly reintroduces past discussions about Internet governance under a new guise.

We are witnessing a repackaging of the “piracy” narrative, which has pervaded historical discussions about the potential uses of copyright law against emerging technological mediums. The discourse around GAI and copyright mirrors past debates about the criminalization of web-scraping and training, and its broader impact on Internet functionality. This time, we see a raging online escalation of artists against “AI prompters” that mirrors the rhetoric war of musicians versus “pirates.” Some of the arguments are eerily similar to those tossed around with the emergence of P2P download, where musicians were pitted against Napster users (framed as the culprits of their lost revenue), all while the music industry intermediaries take advantage of artists with abusive contracts.167 This is a smokescreen that distracts from the fact that the real problem is the swindling that happens at the hands of creative industry intermediaries, as discussed in Section IV.A.1.

By overly scrutinizing and categorizing data-collection methods for AI training, we risk reopening the debate about the criminalization of web-scraping and consequently jeopardizing the functionality of the Internet as a whole. Web-scraping, as the name suggests, is a technique that allows the automatic extraction of publicly accessible information on the Internet.168 It involves retrieving (fetching) a website with a web-crawler, parsing and extracting information


from it, and transferring that information to a database. Similarly, web-crawling is an important tool used to index the content of the web, organizing that information so it can be useful.\(^{169}\) As to the legality of the practice, the United States Court of Appeals for the Ninth Circuit ruled in *HIQ Labs, Inc. v. LinkedIn Corp.* that, if certain conditions are met, web-scraping and web-crawling do not violate the U.S. Computer Fraud and Abuse Act.\(^{170}\) The current push to restrict, criminalize, or limit the scraping of copyright works used as data for GAI-training purposes, could provide a new gloss to old arguments that sought to challenge those legal precedents.

It is also worth noting that data scraping might not just be regulated by copyright but involve, in certain cases, data-protection regulations. Should the law then treat “copyrighted data” as a separate category for the purposes of scraping permissions? There may not be essential differences that justify such a distinction:

The use of copyrighted materials as input to an [Machine Learning (ML)] model is exactly the same as the use of copyrighted materials as input to a web browser. Both recipients receive a copy of the work and view it by loading it into memory so that it can be processed by the computer. The only difference is that in the web browser, it is a human doing the viewing and in ML training, it is the machine that “views” the data.\(^{171}\)

One solution would be to look at the history of Internet governance and how different types of data flowing through the web were dealt with by establishing the principle of “net neutrality.” This principle advocates for no discrimination based on the type of information transmitted over the web.\(^{172}\) Perhaps a similar rationale should apply to the use of web-scraped data, copyrighted or not, for the development of AI models.


5. **GAI Copyright Legislation Could Impact the AI Ecosystem as a Whole**

Related to the prior point, the implications of establishing copyright rules specifically tailored to GAI could have ripple effects far beyond that purpose and influence the entire AI-innovation ecosystem. Without disregarding the fact that a creative work is different from personal or medical data, strict copyright constraints on data collection and training might collateral impact other fields of AI research if a general rule could be considered applicable to both. This, in turn, could hinder the development of beneficial AI applications. For example, educational AI tools that extract inferences to learn how to design personalized Ed-assistants or provide tools for neurodivergent children could help level the playing field in terms of access to knowledge and equitable classrooms. But copyright constraints could easily stifle their development. Restrictive copyright laws, initially intended to regulate GAI, could overreach and unintentionally end up limiting the scope and efficacy of beneficial AI in other fields, hindering advancements in personalized learning, diagnosis, and assistance, among others.

6. **Licenses Incentivize Data Substitution, Impacting Core AI Ethics Principles**

Another consideration is that a decision made in a GAI case will have an impact well beyond it, affecting the whole AI-development ecosystem, as it might create incentives for data substitution. AI models based on ML learn from the training data. If the most adequate data to train a model requires paying a licensing fee, it would incentivize developers to cut costs and substitute that quality data for other sources that might not be as appropriate, but less costly. Doing so would be akin to changing the ingredients of a recipe with inferior substitutes. Inferior data could result in a concept commonly referred to as “garbage in, garbage out,” where the quality of an AI model’s output is directly affected by the quality of the input data.

Web-scraping, data collection, and databases are a vital component of the AI ecosystem. Legally, there are different approaches to regulating databases. In the EU there is a “sui generis” right to protect the content of the database, and the structure under copyright, if certain conditions are met. In the United States, as explained above, the content of the database will only be protectable if there

---


is enough originality in the criteria, selection, arrangement, or composition of the data.

This difference in regulatory approaches has an enormous geopolitical impact. It influences where AI companies will locate themselves, and which databases they will use to train the systems, as companies will try to reduce the cost of having to license the data.

Strong copyright provisions and a lack of carve-outs for data mining for training purposes could potentially incentivize the use of data substitutions as a way to avoid paying for licensed datasets. This would translate directly to subpar performance from AI models for the reasons explained above, which would likely be more biased and less fair—and consequently, human beings and society will be harmed in the process.

7. Testing Fair Use in Courts in the Context of AI Might Further Strain the Already Structurally Frail Doctrine

If we have learned something in the context of the copyright wars, it is that copyright is a legal Swiss Army Knife blown out of proportion. Copyright remedies have been used to manage online reputations, silence democratic speech, fight distribution of nonconsensual images, shut down criticism or dissent by throttling or taking down content, create a prolific industry of online trolls, and more.

Copyright law is currently applied in multifaceted and sometimes problematic ways, and it has often been extended far outside of its original scope. In the evolving legal landscape of digital technologies, the fair-use doctrine stands on precarious ground, especially considering the new challenges posed by AI litigation.

The flexibility of the fair-use doctrine is a double-edged sword. It allows the doctrine to accommodate new emerging scenarios, but it is also unpredictable and creates uncertainty as one is at risk of infringement until a judge rules otherwise. These rulings could solidify interpretations of fair use that may not have been foreseen or intended by the original framers of the doctrine. And because of the principle of stare decisis, the outcomes of these cases could set significant judicial precedents. Thus, a verdict in the context of AI that shrinks fair use could have far-reaching implications for other scenarios across various unrelated fields, where the stakes and the players are substantially different.
8. Applying the Copyright Framework to GAI and Its Products Forces Regulators to Have to Redefine Originality in a Way that Is at Odds with Creativity and Tied Only to Human Authorship

To be protectable under copyright law, a work needs to be “original.” Originality has been defined as having “a modicum of creativity,” which leads us back to debates about what constitutes creativity, and whether a machine can produce an output that could be considered creative.

As discussed in Part II, the notion of creativity as an exclusive human quality is far from settled. By accepting the principle of “source indifferenc,” as a derivation of “aesthetic neutrality,” one can shift the focus from who created the work to the originality of the work itself.

In my prior analysis of creativity, defined as producing something novel, valuable, and surprising, I concluded that it is arguable that AI outputs could potentially fulfill these criteria. This observation introduces a significant tension within the current definition of originality in U.S. copyright law and is at odds with the U.S. Copyright Office’s human authorship requirement for registration. The existing framework exhibits an anthropocentric bias, assuming that creativity and originality are inherently human attributes.

9. Applying the Copyright Framework to GAI and Its Products Will Create an Imbalance in the Public Domain

Lastly, while the public domain is a vital part of the innovation and creativity ecosystem, it is rarely discussed in the discourse surrounding GAI. The speed and volume at which GAI can produce new works is unparalleled. Observing any of the numerous Discord channels of Midjourney, for instance, one can witness images being generated at a dizzying pace.

Now, consider the implications of this scenario in the context of copyright law: Copyright protection is conferred at the moment a work is created, and it extends for considerable lengths of time, ranging from a minimum of fifty years
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175. See supra Part II.
177. See MANTEGNA, supra note 4, at 343-50.
178. See supra Part II.
179. This stance is at odds with the principles of international law, notably the Berne Convention, which does not explicitly require human authorship for copyright protection. See Berne Convention for the Protection of Literary and Artistic Works, Sept. 9, 1886, 828 U.N.T.S. 2, https://www.wipo.int/treaties/en/ip/berne/summary_berne.html [https://perma.cc/7LKB-GYJK].
posthumously to potentially up to 100 years. To put things into perspective, after several decades, January 1, 2024, marked the historical date when Steamboat Willie’s Mickey Mouse finally entered the public domain. One cannot cherry pick which aspects of copyright law will and will not be applicable to GAI. If the originality dilemma cannot be solved, and copyright protections were extended to works produced by AI (whether considering the AI or a human assisted by AI as the author), it could significantly restrict a vast expanse of potentially free-to-use creative work.

At some point, AI products will start to resemble one another. And in an ironic twist of fate, human works may be compared to those made by AI and deemed too similar. If AI is afforded registration rights, the public domain would drastically shrink as a result.

* * *

Throughout this Part, we examined the potential pitfalls and frictions of applying copyright law principles to GAI, and how this proposed extension highlights a complex intersection of legal, ethical, and societal concerns.

Such an expansion risks creating inequities by recognizing certain intellectual labor over others, reinforcing unfair labor hierarchies, and disregarding the invisibilized yet critical contributions of “ghost workers” in AI development.

In invoking the concept of “copyright poisoning” my aim is to highlight the legal uncertainties and economic risks for industries engaging with GAI. Such poisoning leads to an unstable, volatile, and high-risk scenario, where AI advances are stifled by regulation that incentivizes litigation.

Further still, major AI companies may also use copyright law as a competitive moat, hindering the entry of new players and perpetuating the major companies’ market dominance. The stringent application of copyright laws in this context could inadvertently hamper the development of beneficial AI applications across various sectors by imposing restrictive conditions on data usage.

180. Id. art. 7.
183. Frank Landymore, Artist Says They Were Banned Because Their Art Looked Like AI, Even Though They’re Human, FUTURISM (Jan. 8, 2023), https://futurism.com/the-byte/artist-banned-looked-ai-human [https://perma.cc/L5LK-LNDD].
The potential overreach of copyright protections in the AI domain suggests a careful reconsideration of copyright laws is needed to ensure that the law fosters, rather than constrains, the dynamic landscape of digital innovation and promotes a robust public domain.

**CONCLUSION**

There are a plethora of ethical concerns about GAI that extend beyond the scope of copyright. With this Essay, I aim to reflect on how copyright might not be the adequate tool to fairly compensate artists and other data workers.

Creating a sort of “ouroboros copyright,” the expansion of copyright law to accommodate AI-generated outputs can hurt the ecosystem as a whole, further damaging an already precarious equilibrium between innovation, protection, and culture, while not accomplishing the goal of providing a legal remedy for authors’ claims about consent, attribution, and distribution.

I therefore advocate for a holistic policy approach that can provide a human-centric, fair, and equitable response. The consequences of GAI are not merely copyright problems. Addressing the consequences requires us to consider the problem from a broader perspective; use different legal frameworks such as human rights, labor law, data protection, and consumer rights; and examine the interests of all relevant stakeholders.
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