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ABSTRACT. For too long, cyber abuse has been misunderstood and ignored. For everyday women and minorities, cyber abuse is unseen and unredressed due to invidious stereotypes and gender norms. The prevailing view is that cyber abuse is not “really real,” though in rare cases authorities take it seriously. Justices of the U.S. Supreme Court demanded and received extra protection for themselves after facing online threats, but, in oral argument in Counterman v. Colorado, a case involving a man who sent a woman hundreds of unwanted, terrifying texts, members of the Court suggested that victims might be overreacting. In other words, protection for me (the powerful) but not for thee. The Court’s ruling sent a clear message to victims that their speech and liberty do not matter as much as the speech of people whose words objectively terrorize them and gave law-enforcement officers and prosecutors additional reasons not to pursue cases. The Supreme Court has made matters much, much worse. Empirical proof now exists that makes nonrecognition difficult to justify. Studies show that cyber abuse is widespread and has profound injuries, and that the abuse is disproportionately borne by women, who often have intersecting disadvantaged identities—hence, the moniker cyber gender abuse. After years of advocacy and scholarship, it pains me to acknowledge the continued invisibility of cyber gender abuse. Progress is possible if we recognize our failings and commit to structural reform. Internet exceptionalism must end for the businesses best situated to prevent destructive cyber gender abuse. Congress should also condition the immunity afforded content platforms on a duty of care to address cyber gender abuse and eliminate the legal shield for platforms whose business is abuse.

INTRODUCTION

Nina Jankowicz is a researcher and author specializing in state-sponsored disinformation. In April 2022, the Biden Administration asked Jankowicz to lead a new group in the Department of Homeland Security (DHS) called the

1. I interviewed Ms. Jankowicz on December 12, 2022, and have continued to discuss the ongoing nature of the abuse she has been facing on the telephone and via Zoom.
Disinformation Governance Board. Within hours of the Board’s announcement, far-right media outlets denounced Jankowicz as the enemy of free speech. Representative Lauren Boebert released a public statement saying Jankowicz was “a Russia hoax espousing radical who is on video singing and asking who she needs to have sex with to become famous and powerful.” On Sean Hannity’s Fox News show, Representative Jim Jordan said that Jankowicz “will come after you” and Hannity accused her of spreading disinformation. Over the next sixteen months, more than 250 broadcasts on Fox featured Jankowicz.

In short order, Jankowicz faced a tsunami of cyber abuse. Doctored videos appeared online suggesting, falsely, that Jankowicz wanted hand-picked individuals to have the power to edit others’ tweets. Her home address, telephone number, and other contact information appeared on message boards, in tweets, and in online comments. She was flooded with emails, texts, and voicemails from speakers threatening to kill her. Jankowicz also discovered that her face had been morphed onto porn without her consent in a video circulating online. At the time, she was nine months pregnant. A private security consultant advised her “not to go to coffee shops, not to get gas alone.” Jankowicz and her husband were urged to leave their house, an impossibility given the stage of her
pregnancy. Jankowicz was terrified—even walking the dog seemed dangerous.

In a month’s time, the Biden Administration announced that it had decided to close the board. Although DHS gave Jankowicz the option of staying at the agency, she resigned. Jankowicz and her family were left to face the abuse by themselves—she received no support from her former employer. It took months before she returned to Instagram. To this day, she is careful about what she says and does on- and offline; she does not feel like she can express herself freely. Jankowicz told Politico that her “entire career [had] be[en] lit on fire before [her] eyes.”

Public figures are not the only ones targeted; so are ordinary people. In May 2023, USA Today journalist Will Carless exposed a Telegram channel, “Project Mayhem,” whose 1,500 followers participated in campaigns of abuse that they called “online raids.” A prominent white supremacist who ran the channel coordinated attacks against Jewish college students, trans men, and Black individuals. Perpetrators would “post a call to raid someone, usually identified by their social media accounts,” and followers of the channel would flood the target’s accounts with death threats, photographs of white power, and doxing.

Cyber abuse has evolved. Jankowicz faced cyberstalking—the repeated targeting of someone online with a “course of conduct” that typically includes defamation, impersonation, threats, and nonconsensual disclosure of private information. Cyberstalking can involve a destructive pattern or single instance of intimate-privacy violations, like the nonconsensual disclosure of authentic or
manufactured intimate (nude or sexually explicit) images. They are now being sexually harassed and groped in virtual-reality environments. I affix cyber or online to describe such abuse to capture the varied and evolving ways that networked technologies can make abusive behavior more likely and exacerbate the damage.

I began writing about cyber abuse in 2007. From the start, commentators dismissed my concerns. I was making much ado about nothing: criminal threats, cyberstalking, sexual invasions of privacy, and bias intimidation were "mean words." The abuse was not recognized as a structural, gendered problem, but that was what was happening. As studies have made clear, women are more often the targets of cyberstalking, intimate-privacy violations, and sexual assault in virtual environments. The Pew Research Center found that, in 2020, women were "more likely than men to report having been . . . stalked [online] (13% vs. 9%)." Young women were "particularly likely" to experience sexual
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24. My book, Hate Crimes in Cyberspace, explored how some of the internet’s key features— anonymity, mobilization of groups, and group polarization—make it more likely that people will act destructively and how other features, such as information cascades and Google bombs, enhance the destruction’s accessibility, making it more likely to inflict harm. Citron, supra note 21, at 56-72.
26. See Citron, supra note 21, at 73-80.
29. Emily A. Vogels, The State of Online Harassment, PEW RSCH. CENTER (Jan. 13, 2021), https://www.pewresearch.org/internet/2021/01/13/the-state-of-online-harassment [https://perma.cc/R8ZF-4SHC]. Further, fifty-one percent of LGBTQ people reported facing severe online abuse as compared to twenty-three percent of straight adults. Id. Black and Hispanic individuals are more likely to face severe online abuse due to their race. Online Hate
harassment online; “[f]ully 33% of women under 35 say they have been sexually harassed online, while 11% of men under 35 say the same.”30 Another nationwide study found that about one in eight adult social media users have been threatened with or been the victim of the nonconsensual sharing of private, sexually explicit images or videos; that women were approximately 1.7 times more likely to be victimized than men; and that men were the primary perpetrators of the abuse.31 When victims appear to be female, nonwhite, or LGBTQ (and often a combination of disadvantaged identities), cyber abuse is suffused with misogynistic, racist, and homophobic invective.32

Then, too, cyber abuse was suffused with gender stereotypes. Perpetrators of such abuse cast women as sexual objects deserving to be raped; as vectors for sexually transmitted disease; and as prostitutes.33 Women were told to stay offline.34 Victims were dismissed as hysterical “drama queens” who were too frail for public engagement.35 The abuse and the public’s reaction suggested that “online spaces constituted male turf.”36 Given the gendered nature of the abuse, it is more aptly described as cyber gender abuse.37

Society, as this Essay will argue, still refuses to recognize cyber gender abuse as wrongful, even though empirical proof shows the damage that it causes. As studies show, female victims are plagued with severe and lasting fear, worry, and
pain. A report issued by Data and Society in 2016 explained that “younger women are the group most likely to self-censor to avoid potential online harassment: 41% of women ages 15 to 29 self-censored, compared with 33% of men of the same age group and 24% of internet users ages 30 and older (men and women).”

Cybergender abuse also wrecks victims’ reputations and careers. Employers treat Google searches of people’s names as part of their resumes. Because online searches are often the first things that clients and coworkers see about someone, employers are reluctant to hire people with damaged online identities. Job applicants are not usually given the opportunity to address cyber


39. See Jonathon W. Penney, Internet Surveillance, Regulation, and Chilling Effects Online: A Comparative Case Study, 6 Internet Pol’y Rev. 1, 19 (2017) (finding that women are statistically more chilled in their speech and engagement when they are targeted with online abuse).


41. Citron, supra note 22, at 26, 41-45; Citron, supra note 21, at 40; Flynn, Henry & Powell, supra note 38, at 5 (explaining the harms caused by the nonconsensual distribution of images, including stalking, humiliation, and loss of employment).

42. Citron, supra note 21, at 8-10.

43. Id.; Danielle Keats Citron, Presidential Privacy Violations, 2022 U. Ill. L. Rev. 1913, 1915 (2022) (documenting the obliteration of careers of FBI officials due to DOJ and President Trump’s cyberstalking and intimate-privacy violations); Danielle Keats Citron & Daniel J. Solove, Privacy Harms, 102 B.U. L. Rev. 793, 842 (2022) (“The emotional toll of identity theft can adversely affect victims’ work and relationships.”); Danielle Keats Citron, Mainstreaming Privacy Torts, 98 Cal. L. Rev. 1805, 1813 (2010); Citron, Cyber Civil Rights, supra note 25, at 80. A 2020 study found that a staggering ninety-eight percent of employers conduct background research about candidates online to know more about them. Kelsey McKeon, Five Personal Branding Tips for Your Job Search, MANIFEST (Apr. 28, 2020), https://themanifest.com/digital-marketing/5-personal-branding-tips-job-search [https://perma.cc/RK6Q-6Q73]. A national study of hiring managers and human resource professionals conducted in 2017 found that seventy percent of employers surveyed conduct online searches for prospective hires; fifty percent said that they assess whether candidates have a “professional online persona.” Number of Employers Using Social Media to Screen Candidates at All-Time High, Finds Latest CareerBuilder Study, CareerBuilder (June 15, 2017), http://press.careerbuilder.com/2017-06-15-Number-of-
abuse prominent in searches of their names. No matter how qualified the candidate with a damaged online identity is, employers avoid the risk involved in hiring them.

This Essay explores society and law’s continued nonrecognition of cyber gender abuse. Cyber gender abuse is dismissed as innocuous or the victims’ fault. That the abuse happens online provides further reasons for institutional actors to ignore it. Law enforcement insists that because cyber gender abuse involves words and images “out there in cyberspace,” as if that differs from real space, victims can solve the problem by ignoring perpetrators’ posts. Tech companies have taken a different, yet complimentary tack by arguing that rather than irrelevant, online speech is essential to public discourse. Regulating cyber abuse, they say, would endanger free speech, even though law’s protections would free victims to speak. Victims have no legal recourse against content platforms that are best positioned to minimize the damage. A federal law passed in 1996 provides an iron-clad immunity to platforms for illegal conduct, even when platforms solicit and profit from that conduct. The drafters of that statute hoped that the immunity would incentivize “Good Samaritan” self-monitoring, but the law’s overbroad judicial interpretation has turned into a license to abuse.

Just when it seemed that the problem of nonrecognition could not get worse, the U.S. Supreme Court joined the fray. This past Term, at oral argument for a case about the constitutionality of a cyberstalking conviction, some Justices laughed when discussing the plight of a woman who over two years received hundreds of menacing text messages from a stranger who she repeatedly blocked but who kept evading her blocking efforts and invading her inbox. Remarks from the bench made light of isolated messages and suggested that people were “increasingly sensitive.” The Court’s decision in that case, Counterman v.


44. CITRON, supra note 21, at 8.

45. Id.

46. Dr. Mary Anne Franks, Dr. Holly Jacobs, and I founded the Cyber Civil Rights Initiative (CCRI) a decade ago to advocate on behalf of victims of intimate-privacy violations and cyberstalking. Our mission, then and now, is to protect “civil rights and civil liberties” in the digital age. For more information, see History, CYBER C.R. INITIATIVE, https://cybercivilrights.org/about [https://perma.cc/3KK2-AYM7] (discussing the story of our founder Dr. Holly Jacobs).


48. Id. at 2331-2333.


50. Id. at 53-57, 65, 81-82.
Colorado,\textsuperscript{51} dealt a serious blow to cyberstalking victims in finding that the First Amendment’s chilling-effects doctrine requires heightened mental state of recklessness for threats, which would show that the defendant consciously disregarded the substantial risk that his words would be taken as a serious threat of violence.\textsuperscript{52} The ruling failed to acknowledge that cyberstalking and threat laws protect victims’ expressive autonomy. Victims’ speech and liberty did not matter as much as the speech of people whose words are objectively terrorizing. Law enforcement and prosecutors have even more reason now to ignore cyberstalking complaints because those cases are now tougher to prove. The Supreme Court has made matters much worse.

We can and must act now. Societal and legal nonrecognition tells victims that they cannot count on institutions to help them. They get the message that their suffering does not matter. And an even more insidious message is sent to perpetrators: cyber gender abuse is unlikely to cost them anything even as it costs victims everything. Now that the Supreme Court has further set back victims’ efforts to garner the support of the criminal law, we need society and law to recognize cyber gender abuse as wrongful and to see and minimize the harm it inflicts.

With this Essay, I hope to reignite the discussion around cyber gender abuse so that the wrongs perpetrated and the harms inflicted do not continue to be brushed aside. Restarting this conversation is even more urgent after the Counterman announcement that objectively terrifying abuse must be tolerated. This Essay lays out a reform agenda centered on the crucial structures enabling and profiting from the abuse—the content platforms. Part I highlights the never-ending dismissal of cyber gender abuse. Then, Part II advances the discussion by showing how the recent Supreme Court in Counterman v. Colorado overlooked the damage inflicted by cyberstalking, including the silencing of victims. Finally, Part III concludes with an overview of necessary reforms. The era of no liability for content platforms needs to pass. It is time for law to intervene for content platforms that do not take reasonable steps to address cyber gender abuse. It is also time for attorneys to play a role in helping victims. Right now, perpetrators think that online assaults are costless because law enforcement does not knock on their door and because victims mostly cannot afford to hire counsel to sue them. To change that impression and victims’ reality, bar associations should encourage lawyers and law firms to devote part of their pro bono practice to cybergender-abuse cases.

\textsuperscript{51} 600 U.S. 66 (2023).

\textsuperscript{52} Id. at 69-70.
The trivialization of harms that disproportionately impact women is not new.\textsuperscript{53} This Part begins by connecting the historical trivialization of gendered harms to the nonrecognition of cyber gender abuse, emphasizing enduring similarities, as well as differences, that make getting the public’s attention even tougher. This Part then shows how law enforcement and content platforms fail to recognize and address cyber abuse and worse, how some encourage it. The law also has failed us by immunizing from liability companies that solicit, encourage, or leave up cyber gender abuse.

A. Patterns of Nonrecognition

Throughout U.S. history, society has dismissed women’s suffering as innocuous. Recall that until the early-to-mid 1970s, society regarded workplace sexual harassment as harmless flirting.\textsuperscript{54} Employers once routinely told women to switch supervisors or get new jobs if sexual harassment at work was too difficult to bear.\textsuperscript{55} At work, men were free to engage in sexual harassment because it was “a perk for men to enjoy.”\textsuperscript{56} Another recurring theme was that women had only themselves to blame for their suffering. Commentators argued that lawsuits would suffocate workplace expression and impair (male) worker camaraderie.\textsuperscript{57} In the domestic-violence context, “judges and caseworkers similarly treated battered women as the responsible parties rather than their abusers.”\textsuperscript{58} Courts and police refused to arrest domestic batterers because the home was sacred, and arrests would break up marriages.\textsuperscript{59}

\textsuperscript{53} ROBIN WEST, CARING FOR JUSTICE 96–97 (1997). As Robin West has shown, criminal law historically addressed gender-specific harms only to the extent that they resembled harms suffered by men. Id. at 138–40. Rape law was clearest and most addressed when attacks resembled nonsexual physical attacks that men suffered and feared, that is, attacks by strangers. Id. at 140 (noting that “[r]apes committed by husbands upon wives, or by boyfriends upon girlfriends, or by Johns on prostitutes” were “underregulated”). Nineteenth-century tort law followed a similar pattern by refusing to recognize claims mainly pursued by women, like emotional distress claims. Martha Chamallas & Linda K. Kerber, Women, Mothers, and the Law of Fright: A History, 88 Mich. L. Rev. 814, 816 (1990).

\textsuperscript{54} Citron, Law’s Expressive Value, supra note 25, at 393.

\textsuperscript{55} See CITRON, supra note 21, at 80–82.

\textsuperscript{56} Citron, Law’s Expressive Value, supra note 25, at 394.


\textsuperscript{58} CITRON, supra note 21, at 82.

\textsuperscript{59} Id. at 83.
These themes recur in the cyber-gender-abuse context. Law enforcement trivializes the abuse that women face in similar ways to how society dismissed women's abuse at work and at home. Police officers accuse female victims of making a big deal out of nothing and tell them to ignore the abuse.60 Abuse is a feature, not a bug, for sites devoted to nonconsensual intimate images. Even mainstream content platforms have said that cyber gender abuse is part of the rough and tumble of networked environments. In turn, tech lobbyists repeat the view that regulation would chill perpetrators’ speech, without regard to how the abuse silences victims.61

The trivialization of the past does not exactly mirror that of the present. That the abuse happens online provides additional reasons to dismiss it. The view is that cyber abuse is not as harmful as physical assault or in-person intimidation. Words and images cannot harm people in the same way as physical actions, they say.62 This reaction—a variation of “sticks and stones may break my bones, but words will never hurt me”—misses the way that networked technologies can exacerbate, not lessen, the abuse.63 Words and images posted online are viewable, searchable, and salient to anyone, anywhere; strangers near and far can join and further propagate the abuse. The mean words of the schoolhouse yard—ephemeral and contained—are paltry by comparison.

The gendered impact and the way that networked technologies magnify the destruction, taken together, make clear that we need to tackle societal nonrecognition of cyber gender abuse on its own terms. The necessity of a cyber-gender-abuse-specific strategy is exacerbated by the law’s differential treatment of content platforms and physical workplaces, as this Essay explores in Part III.64

60. Id.; CITRON, supra note 22, at 78-81.
62. CITRON, supra note 21, at 74 (noting commentators’ view that “unlike ‘real rape,’ words and images on a screen cannot really hurt anyone”). This recalls the response to Catharine A. MacKinnon’s groundbreaking scholarship on workplace sexual harassment—that courts should not recognize claims under Title VII for sex discrimination if the harassment involved is “only words.” See CATHARINE A. MACKINNON, ONLY WORDS 58-62 (1996) (arguing that verbal harassment is itself a form of sexual abuse). MacKinnon and advocates showed that hostile sexual environments were tantamount to conduct that changed the terms and conditions of the workplace. Courts in the late 1970s and early 1980s came around to MacKinnon’s view and recognized such claims. Citron, Law’s Expressive Value, supra note 25, at 407-08. The Supreme Court views workplace sexual harassment as proscribable conduct. Wisconsin v. Mitchell, 508 U.S. 476, 487 (1993) (pointing to Title VII as a civil-rights law that does not infringe upon free speech because it proscribes unequal treatment of individuals in tangible ways, not the content of a defendant’s expression).
63. See CITRON, supra note 21, at 4-6, 56-72.
64. See Mary Anne Franks, Sexual Harassment 2.0, 71 Md. L. Rev. 655, 657 (2012).
B. Societal Refusal to Recognize Cyber Abuse as Wrongful

In the present, as in the past, key institutions have failed to combat abuses that disproportionately impact women. Law enforcement has dismissed cyber abuse as unworthy of attention. The tech industry’s response is also a crucial part of society’s nonresponse. To put the response of the major tech companies into perspective, I will show that thousands of sites do not just ignore cyber gender abuse, they make a business of nonconsensual intimate images. While some major tech companies have finally taken steps to ban cyberstalking and intimate-privacy violations, others are regrettably repeating their early pattern of nonrecognition in response to virtual sexual assaults.

1. Law Enforcement’s (Non)response & Worse

Much as police officials dismissed domestic violence and sexual assault reported by women (until advocates, courts, and policymakers helped begin to change those attitudes in the late 1970s and 1980s), law enforcers refuse to recognize cyber gender abuse as wrongful, even though laws on the books often criminalize it. Police officers insist that cyber gender abuse is “no big deal.” For example, officers in Florida told Cyber Civil Rights Initiative (CCRI) founder Holly Jacobs, whose nude images were posted online without consent, that her case involved a “civil” matter, even though the state criminalized cyber harassment. Officers say that victims should feel flattered by the attention. A police officer in New York told a woman that she “should feel good about appearing on ‘cum tribute’ sites that showed videos of men masturbating to her nude photo, which was posted without her permission.” Local police told journalist Amanda Hess, who was repeatedly and graphically threatened on Twitter, that she could avoid the abuse by not using the site.

Law enforcers engage in a game of jurisdictional hot potato, leading victims to run in circles. Police officers tell victims that another jurisdiction is best suited to help them. Victims then go to that jurisdiction; officers there pass victims off to yet another jurisdiction. This cycle repeats until there is no one left to

65. CITRON, supra note 21, at 83-85.
66. CITRON, supra note 22, at 77.
67. CITRON, supra note 21, at 85-87.
68. CITRON, supra note 22, at 77.
69. CITRON, supra note 21, at 84.
70. See infra text accompanying note 73.
VicToirs give up, having wasted countless hours of time. Victims get the message that law enforcement will not help them.

Consider how officers treated Kara Jeets, who is an art historian and museum curator. Jeets went to law enforcement with screenshots of her ex-boyfriend’s countless posts displaying her nude images alongside accusations that she had a sexually transmitted disease, copies of emails and texts that her ex sent to her mother and grandmother with her nude images, and samples of the thousands of e-mails that her ex sent her threatening rape and death. Officers said that none of it was serious—"images could not hurt her," so she should "just ignore it"—and always ended their discussions by sending Jeets to other jurisdictions. She went to law-enforcement precincts in three different New York counties—Schenectady, Troy, and Albany—to no avail. In every encounter, Jeets tried to convince officers to take her case seriously. She explained that she could not ignore the posts with her nude images and accusations that she had a sexually transmitted disease (which she did not) because they appeared in searches of her name, which meant that she had to explain them to employers, friends, and dates. Officers in New York and Illinois—where Jeets eventually moved—refused to help her.

Even high-profile individuals have had little success with law enforcement. In 2014, Brianna Wu, founder of the video game company Giant Spacekaf,

---

71. This was a theme of our recent convening at the White House for the Gender Policy Council. On April 26, 2023, Dr. Mary Anne Franks and I, on behalf of CCRI, joined together with victims of cyberstalking and intimate-privacy violations as well as victims’ advocates to brief state lawmakers. This theme was raised again and again throughout the meeting. See Press Release, White House, Readout of White House State Legislative Convening on Non-Consensually Distributed Intimate Images (Apr. 26, 2023) https://www.whitehouse.gov/briefing-room/statements-releases/2023/04/26/readout-of-white-house-state-legislative-convening-on-non-consensually-distributed-intimate-images [https://perma.cc/8EXU-QXS8].

73. Id.
74. Id.
75. Id.

344
denounced vicious online attacks on fellow female game developers.\textsuperscript{77} Perpetrators responded to Wu’s criticism with a vicious campaign of cyberstalking.\textsuperscript{78} People tried to hack Wu’s studio,\textsuperscript{79} They doxed and threatened her. One poster wrote, “I’ve got a K-bar and I’m coming to your house so I can shove it up your ugly feminist cunt.”\textsuperscript{80} Attackers “shot videos wearing skull masks and showing viewers knives they said they planned to murder [her] with.”\textsuperscript{81} Over 180 death threats filled her inbox.\textsuperscript{82} Wu and her husband left their home because they did not feel safe.\textsuperscript{83}

Even though Wu’s case garnered attention from major media outlets, federal law enforcement provided little help. After years of waiting, Wu tried to get to the bottom of the FBI’s nonresponse and sent FOIA requests for the records in her case.\textsuperscript{84} The highly redacted report that she received showed that the “FBI didn’t take the investigation very seriously and let off harassers with simple warnings.”\textsuperscript{85} The FBI did not follow up on many of the leads that Wu gave to agents.\textsuperscript{86} Wu explained: “[S]even months into [#Gamergate], we got an email from the FBI saying they’d never read anything we’d sent them. They asked us to send them a hard drive with the information on it and we did. We got a read receipt, and a few weeks later it was mailed back to us. NONE OF THAT MADE IT INTO THE REPORT.”\textsuperscript{87} Law enforcement officers interviewed people who

\textsuperscript{78} Id.
\textsuperscript{79} Id.
\textsuperscript{81} Wu, supra note 77.
\textsuperscript{83} Stuart, supra note 80.
\textsuperscript{84} Takahashi, supra note 82.
\textsuperscript{85} Id.
\textsuperscript{87} Takahashi, supra note 82.
admitted that they had threatened Wu, but, ultimately, the report concluded that there were no actionable leads or subjects and closed the investigation.

Law enforcement’s nonrecognition of cyber abuse “leave[s] an indelible, painful mark.” Victims internalize the view that cyber abuse is their fault. They feel ashamed and embarrassed, as Jeffs did. They lose faith in law enforcement, just as Jeffs and Wu did. After reporting abuse and getting no help, victims feel “more alone, more afraid, and more embarrassed than [they’d] felt when [they] first walked into the precinct.” The message to other victims is that it is not worth reporting cyber abuse because officers will not take it seriously.

Law enforcement’s refusal to recognize cyber gender abuse results in the underenforcement of criminal law. Thanks to the advocacy of CCRI and the tireless work of Mary Anne Franks, forty-eight states, the District of Columbia, and Guam have laws criminalizing the nonconsensual posting of intimate images. Most states and federal law criminalize cyberstalking and electronic harassment. Those laws, however, are rarely invoked, which was a theme of our discussions at the White House Gender Policy Council with state lawmakers. Many victims are reluctant to report cyber gender abuse because they suspect that law enforcers will ignore complaints; sadly, they are not wrong. With scant law-

88. Id. Victims’ advocates refer to this as the “some other dude” defense, which agents in Brianna Wu’s case seemingly took at face value. Surely, every defendant says that “it was not me, it was someone else.” One can imagine that this defense is not simply accepted in nongendered cases like bank robberies or financial fraud.

89. Id.

90. CITRON, supra note 22, at 78.

91. See id. at 80-81; see also Interview with “Joan” (May 3, 2019) (explaining that she blamed herself when a hotel employee posted videos of her showering and going to the bathroom in her hotel room to porn websites).

92. Interview with Kara Jeffs, supra note 72.

93. Id.; Takahashi, supra note 82.

94. Id.

95. See CITRON, supra note 22, at 81 (noting studies showing that seventy-five percent of victims of nonconsensual intimate imagery reported taking no steps to contact law enforcement, twenty-nine percent of victims felt that reporting would not change anything, twenty-two percent simply did not know what to do, and eighteen percent felt too ashamed to file a report); Citron, Law’s Expressive Value, supra note 25, at 402.

96. CITRON, supra note 22, at 196.

97. CITRON, supra note 21, at 104.

98. See CITRON, supra note 22, at 80-81; CITRON, supra note 21, at 83 (describing a survey showing that the majority of stalking victims failed to contact police and that seventeen percent believed the police would not help them because they would not take it seriously or because they would blame them for the abuse).
enforcement activity, perpetrators think that their behavior is consequence-free.  

2. Encouraged Rather than Wrongful: Nonconsensual-Intimate-Imagery Sites

Societal nonrecognition of cyber gender abuse as wrongful is evident in the operation of sites devoted to nonconsensual intimate images. Site operators urge visitors to post nonconsensual intimate images as if a game were afoot. Without remorse, sites explicitly blame victims, saying that “[i]f anyone is at fault, it is the subject of the images, whose poor choices enabled the display.” With that encouragement and law enforcement’s inattention, perpetrators get the message that their behavior is acceptable, fun, and consequence-free.

An ecosystem of sites solicits and profits from cyber gender abuse. More than 9,500 sites host user-provided nonconsensual intimate images, including upskirt, down-bouse, and deepfake sex videos, and authentic intimate images. Sites pair women’s (real or fake) nude or sexually explicit photographs with their college crests and information about their friends and classmates. Images mostly feature everyday women rather than celebrities, and they are less explicit than pornography; the draw to these sites is that the women featured have not consented to the posting of their images.

Nonconsensual intimate imagery is depicted as normal business. Sites charge subscribers “monthly fees, collecting ad revenue from people’s clicks, or amassing personal data, which they can sell.” In 2018, the Candid Forum had more than 200,000 subscribers paying $19.99 a month to view up-skirt and

---

99. See CITRON, supra note 22, at 76 (discussing the findings from an Australian e-Safety survey of perpetrators of intimate-privacy violations); Eaton, Jacobs & Ruvalcaba, supra note 31, at 22 (discussing survey of intimate-privacy perpetrators that showed a top factor that would have stopped perpetrators was greater legal consequences).

100. CITRON, supra note 22, at 72.

101. Id.

102. Id. at 71-72.

103. Id. at 74.


105. CITRON, supra note 22, at 71-72.
down-blouse images from all over the world.106 Most sites are hosted in countries like the United States where the risk of liability for privacy invasions is low.107 

Nonconsensual-intimate-image sites market themselves as “fun” places to post and view women’s nude, partially nude, or sexually explicit photos—nothing problematic happening here.108 The Candid Forum’s front page says: “Sexy up-skirts have never been easier to capture thanks to cell phone cameras, so we’re getting more submissions than ever.”109 As I wrote in The Fight for Privacy:

Popular nonconsensual intimate image sites have hundreds upon hundreds of posters and commenters who treat women’s bodies as theirs to view, trade, and insult. Women are referred to as “that ass on the right,” “fuckable tits,” and “desperate skinny bitches.” Posters invoke stereotypes in labeling photos. A down-blouse thread on a hidden camera site had more than 150,000 videos with titles like “Very busty white girl spotted on Japan street with jiggling big boobs,” “Black woman with dreadlocks in bikini,” and “Sexy Asian Teen.”110

As journalist Amanda Hess wrote of nonconsensual-intimate-image sites: “This is a world beyond humiliation.”111 These sites normalize cyber gender abuse by suggesting that it is entertainment to share, comment on, and display the intimate images of women who do not want or expect their nude images to be shared. These sites effectively tell perpetrators that it is acceptable to treat women as sexual objects and to treat them as “tits” and “asses” deserving of violation. They make cyber gender abuse seem like a typical pastime for men, rather than wrongful and harmful abuse. They suggest that only posters’ expression matters—though posts actually involve women’s coerced sexual expression and ultimately their silencing. These sites are “structures that permit the violation of intimate privacy” and other forms of cyber gender abuse.112
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Studies show that these messages of normalization, blame, and permission have sunk in. Responding to a 2017 nationwide survey, 159 of 3,044 adults admitted to having shared another person’s sexually explicit images or video without that person’s permission.113 Of those individuals, 104 were men and 55 were women.114 Seventy-nine percent of the 159 individuals said that they wanted to share the images with friends; four percent found it “fun” or “funny” to share the images; seven percent said that it made them feel good; and four percent said that they did it to garner “upvotes/likes/comments/retweets etc. on the internet.”115 Eleven percent said that they did it because they were upset with the person in the image for another reason.116 Most of those individuals said that they would not have shared the image if they knew they could face criminal consequences for their actions.117 Nonconsensual-intimate-image sites perpetuate the sense that posters have done nothing wrong and that women only have themselves to blame.

3. Tech Companies’ Nonresponse to Sexual Assault and Harassment in Virtual-Reality Environments

What about the major tech companies like Google, Meta, Microsoft, and Twitter (now known as X)? In the early years (2009-2014), it was difficult to convince platforms to address cyber gender abuse.118 Consider my experience advising Twitter. In 2009, when I first began working with Twitter’s Del Harvey (then the only safety employee), the company refused to do anything about threats, harassment, and intimate-privacy violations.119 Harvey tried to push the C-suite into action, but nothing happened.120 According to the C-suite, Twitter
represented the “free speech wing of the free speech party.” 121 That meant it would address only spam, copyright violations, and impersonations. 122 It took the convergence of key events to change matters—namely, the appointment of a new CEO (Jack Dorsey) and bad press after #GamerGate (including Wu’s cyberstalking). The company switched course and banned cyberstalking, threats, and nonconsensual intimate imagery.123

Yet the impulse for societal nonrecognition has not abated. An emerging problem—sexual harassment in virtual reality (VR)—shows that tech companies are following the same script. VR technologies enable immersive experiences in which the user experiences an avatar’s experiences as their own.124 Participants can wear haptic vests, “which relay[] sensations through buzzes and vibrations.”125 And VR environments are poised to become even more immersive: researchers at Carnegie Mellon have “developed a VR attachment for a headset that sends ultrasound waves to the mouth, allowing people to feel sensations on the lips and teeth.”126 Meta’s Mark Zuckerberg anticipates “a metaverse where people can be fitted with full-body suits that let them feel even more sensations.”127
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To no one’s surprise, cyber gender abuse has appeared in the metaverse. Channelle Siggens, a metaverse user, described being confronted by a male avatar who simulated ejaculating onto her avatar.128 After she asked the player to stop, “[h]e shrugged as if to say . . . ‘It’s the metaverse—I’ll do what I want.”129 Nina Jane Patel wrote about her experience being sexually harassed in VR.130 Within a minute of her logging onto Meta’s Horizon Venues, Patel’s feminine-presenting avatar was surrounded by several male-presenting and male-sounding avatars who began groping and touching her avatar’s body while taking selfies.131 Patel asked the men to stop and “tried to move away, but they followed her, continuing their verbal assault and sexual advances.”132 The male avatars were “laughing, . . . aggressive, [and] . . . relentless.”133 As she removed her Oculus Quest 2 headset, she heard the men saying “‘don’t pretend you didn’t love it,’ [and] ‘this is why you came here.’”134 Because she “had a sense of presence within the [VR] room,” she explained, when “[her] avatar [was attacked], [she] was attacked.”135 “It was a nightmare,” Patel remarked.136 Thus far, Meta is following the nonrecognition playbook in refusing to address sexual harassment on its VR platforms in a meaningful manner.137 Much
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like law enforcement’s response to cyberstalking and intimate-privacy violations, Meta has told female players they are responsible for virtual sexual assaults. For instance, a beta tester for Horizon Worlds “filed a complaint stating that her ‘avatar had been groped by a stranger.’” Meta did not take any action against the aggressor and instead “blamed the beta tester” for failing to use the platform’s “personal safety features.”

Akin to law enforcement’s refusal to address cyber abuse because it is inevitable (e.g., the “all nudes leak” observation), Meta’s president for global affairs, Nick Clegg, has explained that while the company will adopt “formal rules and built-in functions” to try to curtail abuse, people inevitably “shout and swear and do all kinds of unpleasant things that aren’t prohibited by law, and they harass and attack people in ways that are. The metaverse will be no different. People who want to misuse technologies will always find ways to do it.” Meta has introduced a “personal boundary’ feature” that prevents other players from touching a user’s avatar, but given that this feature would not prevent verbal abuse, “just how much of a difference . . . this will make is not clear.” Beyond this, Meta is not doing much to protect players from virtual sexual assault or to respond to complaints: the Center for Countering Digital Hate “identified [and reported] 100 potential violations of platform policies” within half a day, “including sexual harassment and assault, on Meta’s VRChat” — every single report went unanswered.

Meta does not appear to be changing course in a more proactive direction. The company has not hired a sufficient number of content moderators for its VR

---
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platforms, for one.\textsuperscript{143} Andrew Bosworth, Meta’s Chief Tech Officer, has said that “moderation in the metaverse ‘at any meaningful scale is practically impossible.”\textsuperscript{144} Clegg rejected the notion that the company should be monitoring VR spaces, likening the company to a bar owner who should not “stand over your table, listen intently to your conversation, and silence you if they hear things they don’t like.”\textsuperscript{145}

Meta’s own experiences belie the notion that moderation is impossible. Meta employs thousands of content moderators to deal with content that violates Facebook’s terms of service, including nonconsensual intimate imagery, cyberstalking, and threats.\textsuperscript{146} Content moderators could penalize or deplatform players who repeatedly violate policies against sexual harassment and other cyber gender abuse. As Part III discusses, federal law provides an incentive for such self-monitoring by immunizing online service providers from civil liability for taking down “offensive” content, so long as they do so in good faith.\textsuperscript{147}

In failing to address cyber gender abuse in VR, Meta is ignoring profound harms and contributing to the societal nonrecognition of cyber abuse and its gendered effects. When someone is sexually assaulted in virtual reality, they experience the groping and grabbing \textit{in} their bodies, as Patel attested.\textsuperscript{148} Victims \textit{feel} the unwanted grabbing of their genitals and breasts.\textsuperscript{149} Because VR assaults are literally felt in the body, they are arguably felt more viscerally than intimate-privacy violations or cyberstalking.\textsuperscript{150}

\textsuperscript{143} SUM OF US, supra note 138, at 8.

\textsuperscript{144} Id.

\textsuperscript{145} Clegg, supra note 140; \textit{see also} Kate Euphemia Clark & Trang Le, \textit{Sexual Assault in the Metaverse Isn’t a Glitch That Can Be Fixed}, MONASH UNIV. LENS (Oct. 13, 2022), https://lens.monash.edu/ @politics-society/2022/10/13/1385033/sexual-assault-in-the-metaverse-isnt-a-glitch-that-can-be-fixed [https://perma.cc/QDW7-TZHV] (recognizing the inadequacy of traditional moderation tools for addressing the problem of sexual assault in the metaverse).
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\textsuperscript{149} Mary Anne Franks, \textit{The Desert of the Unreal: Inequality in Virtual and Augmented Reality}, 51 U.C. DAVIS L. REV. 499, 526-28 (2017). To be sure, the harm of sexual assaults in VR differs from cyberstalking or intimate-privacy violations. Unlike cyber abuse posted online or in group texts, which can be viewed by online audiences with no ending point in sight, sexual assaults in VR have an ending point. Technically, the assaults can be stopped when attackers stop groping or, if they refuse, when victims remove their headsets. VR environments do not preserve records of avatars’ activities; and search results do not index the attacks.

\textsuperscript{150} To be clear, cyberstalking and intimate-privacy violations are experienced in the body. Seeing cyberstalking when googling one’s name is like a “punch in the gut,” as so many victims have
Just as law enforcement’s nonrecognition of cyber gender abuse sends troubling messages to victims and perpetrators, so, too, does the corporate refusal to address cyber gender abuse in virtual reality. Without a doubt, Meta’s nonresponse differs from the encouragement of nonconsensual-intimate-imagery sites. But even though Meta is not soliciting sexual harassment, it is not engaging in actions that say, knock it off. Victims cannot help but understand the nonresponse as a dismissal.

C. Legal Invisibility

Unlike offline publishers and other real-space businesses that bear legal responsibility for enabling illegality, online service providers are shielded from liability for facilitating or soliciting cyber gender abuse. A federal law passed more than twenty-five years ago has been interpreted to negate any remedy brought against tech platforms for user-generated content. That law, Section 230 of the Communications Decency Act, has had enormous societal consequences.

At the dawn of the commercial internet, federal lawmakers recognized that government agencies could not singlehandedly address all online mischief on the horizon. Representatives Chris Cox and Ron Wyden had a plan that would enable online service providers to provide “Good Samaritan” blocking and
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screening of offensive material.” The incentive that they crafted worked in two ways. The first, Section 230(c)(1), provided online service providers with immunity from publisher or speaker liability if they left up user-generated content. Section 230(c)(1) states that “[n]o provider or user of an interactive computer service shall be treated as the publisher or speaker of any information provided by another information content provider.” The second, Section 230(c)(2), provided online service providers with immunity for “any action voluntarily taken in good faith to restrict access to or availability of material that the provider or user considers to be obscene, lewd, lascivious, filthy, excessively violent, harassing, or otherwise objectionable, whether or not such material is constitutionally protected.” The immunity of Section 230(c)(2) applies when online service providers filter, block, or take down content and when they ban, deplatform, or otherwise kick users off their services, so long as they do so voluntarily and in good faith. Section 230(c)’s legal shield has a few exemptions, including federal criminal law, intellectual property claims, and the knowing facilitation of sex trafficking.

Courts could have strictly interpreted Section 230(c)(1) to only shield platforms from liability for claims related to the publication of another’s speech, as is true for defamation and defamation-adjacent claims. Courts could have carefully interrogated whether the gravamen of the claim for which immunity was sought was the publication of another’s speech. Instead, lower federal courts and state courts have broadly interpreted Section 230(c)(1) to immunize platforms from any and all claims with some relationship to user-generated material.
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even if those claims truly centered on the platform's own tortious actions, like a
decision not to allow the blocking of IP addresses.  

Courts have attributed this broad-sweeping approach to the fact that “First
Amendment values” drove Section 230’s adoption. But far more than free ex-
pression animated the adoption of Section 230. In the “Findings” and “Policy”
sections of the statute, Congress articulates several goals, including to ensure
that the Internet “offer[s] a forum for a true diversity of political dis-
course . . . and myriad avenues for intellectual activity,” “to preserve the vibrant
and competitive free market that presently exists for the Internet,” “to encourage
the development of technologies which maximize user control over what infor-
mation is received,” and “to ensure the vigorous enforcement of Federal criminal
laws to deter and punish trafficking in obscenity, stalking, and harassment by
means of the computer.” Mary Anne Franks put it well: “[T]he law [was]
intended to promote and protect the values of privacy, security and liberty along-
side the values of open discourse.”

Under the broad judicial interpretation of Section 230(c)(1), the law has
nothing to say about the enablers of harmful cyber abuse—the invisibility of law
is breathtaking. The statute’s legal shield has been extended to sites that inten-
tionally solicit cyber abuse. Courts have ruled that Section 230 immunizes
sites like TheDirty.com that curate and post “scoops” about people, including
nude images, and sites devoted to intimate-privacy violations likeTexxxan.com. Courts have extended Section 230’s legal shield to “[s]ites that
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deliberately enhanced the visibility of illegality while ensuring that perpetrators could not be identified.” 168 Section 230(c)(1) has been applied to negate easily administrable remedies that would have improved victims’ lives immensely. 169 For instance, California’s highest court has ruled that Section 230 excused Yelp from complying with a court order to remove defamatory content posted by a user. 170 Even in cases where a court has issued injunctive relief for a poster’s content deemed to amount to tortious public disclosure of private fact, defamation, or intentional infliction of emotional distress, content platforms can ignore those orders because Section 230 is interpreted to shield them from having to comply.

Under the judiciary’s broad interpretation of Section 230, content platforms bear no legal responsibility for the costs borne by cyber-abuse victims. 171 In turn, they can keep up, profit from, or encourage cyber abuse without fear of liability. 172 Even social networks that admittedly host child predation have enjoyed Section 230’s legal shield. 173

So, here is the current state of the law: the parties in the best position to minimize or prevent cyberstalking’s damage—content platforms—bear no legal responsibility. 174 Not only can they ignore victims’ pleas for help, but they can solicit or encourage cyber gender abuse. They can profit from victims’ suffering. Due to Section 230, content platforms do not have to internalize the profound costs suffered by victims of cyber abuse. 175 Section 230 is why cyber abuse is legally invisible to platforms.

What about the individual perpetrators who post intimate images, dox victims, and threaten death and rape? Defenders of Section 230 advise victims to sue their attackers directly. 176 Yes, victims could sue their attackers for various torts, including defamation, public disclosure of private fact (in the case of
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intimate images), and intentional infliction of emotional distress.\textsuperscript{177} But practicalities make it impossible. Because Section 230 means that there are no deep pockets to sue, victims have difficulty convincing attorneys to represent them on a pro bono or low-cost basis.\textsuperscript{178} It is hard enough to sue individual perpetrators with a lawyer, let alone without one.\textsuperscript{179} Add to the expense of counsel the price of cyber forensic help to link cyber abuse to a perpetrator’s IP address and computer, which is sometimes impossible.

Both law and practical reality mean that cyber gender abuse is not legally recognized as wrongful. This depressing state of affairs has taken a turn for the worse with a recent Supreme Court decision to which I now turn.

\section{II. The Problem of Nonrecognition Compounded by the Supreme Court}

In March 2023, the Supreme Court asked Congress for millions of dollars to augment police protection of the Justices in light of escalating online threats and confrontation at their homes.\textsuperscript{180} “On-going threat assessments show evolving risks that require continuous protection,” explained the Court’s budget request.\textsuperscript{181} Yet a month later, at oral argument, members of the Court displayed a callous indifference to the interests of cyber-abuse victims. The Court’s ruling in \textit{Counterman v. Colorado} endorsed the legal nonrecognition of cyber gender abuse by making clear to victims that their speech matters less than that of their abusers. Prosecutors and law-enforcement officers are now even more likely to underenforce laws that proscribe cyber gender abuse.

\begin{footnotesize}
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\textsuperscript{179} \textit{Citron}, supra note 21, at 162–66 (exploring the difficulties faced by plaintiffs in suing cyber harassers including difficulty in identifying perpetrators and in bringing suits under pseudonyms).
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A. Counterman v. Colorado Oral Argument

The Counterman case concerned a Denver-based singer-songwriter, Coles Whalen, who was terrorized by a stranger, Billy Raymond Counterman. Over two years, Whalen received hundreds of Facebook messages from Counterman. The messages suggested physical proximity—Counterman told Whalen that she looked stunning on certain evenings and that he saw her driving a white Jeep (a car she once owned).\(^\text{182}\) Whalen repeatedly blocked him, but each time, he set up new accounts and resumed his messaging.\(^\text{183}\) He wrote, “Knock, knock, five years on FB. I miss you, only a couple physical sightings.” He started sending angry messages like “Fuck off permanently” and “Your (sic) not being good for human relations. Die, don’t need you.”\(^\text{184}\) Whalen contacted law enforcement, who took her complaint seriously—a rarity—and brought her case to local prosecutors. Officers advised Whalen to carry a gun, which she reluctantly agreed to do.\(^\text{185}\)

State prosecutors charged Counterman with emotional-distress cyberstalking (without threats), cyberstalking (with threats) and harassment (with threats), but dropped the counts covering threatening activity before trial. At trial, Whalen testified that she suffered panic attacks.\(^\text{186}\) She explained that she had stopped doing live performances because she feared that Counterman would confront her.\(^\text{187}\) She described her experience with “nightmares and sleepless nights and the canceled shows and not being able to go anywhere alone.”\(^\text{188}\) After Counterman was convicted and imprisoned, Whalen stopped playing music and moved across the country.\(^\text{189}\)

On appeal, Counterman challenged the constitutionality of his conviction on the grounds that because he had not intended to scare Whalen, he could not be punished for a true threat, even though he had been convicted of emotional-
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distress stalking and not stalking or harassment involving threats.\textsuperscript{190} The Colorado appellate courts accepted this framing as did the Supreme Court, which granted certiorari to answer the question of whether the First Amendment requires proof that a defendant subjectively intended to terrify the victim in order to proscribe a true threat.\textsuperscript{191}

At oral argument, little attention was paid to the destructive nature of cyber-stalking. Worse, some members of the Court trivialized it. When questioning the Colorado Attorney General (AG) Phil Weiser, Chief Justice John Roberts took Counterman’s texts in isolation and made light of them. Of the text “Staying in cyber life is going to kill you. Come out for coffee. You have my number,” Chief Justice Roberts remarked, “I can’t promise I haven’t said that.”\textsuperscript{192} Laughter ensued.\textsuperscript{193} Chief Justice Roberts suggested that the texts “might sound solicitous of the person’s development.”\textsuperscript{194} Minutes before, AG Weiser underscored that ninety percent of “actual or attempted domestic violence murder cases begin with stalking.”\textsuperscript{195}

AG Weiser then explained that the text could not be interpreted without the full context—that it was a part of a tsunami of unwanted messages sent by Counterman. The Chief Justice responded by taking another text out of context—an image of a liquor bottle with the caption, “A guy’s version of edible arrangements.”\textsuperscript{196} The Chief Justice’s invocation of the second text elicited more laughter. Chief Justice Roberts then asked AG Weiser to “say” that text “in a threatening way,” seemingly making a game out of the questioning.\textsuperscript{197} After laughter ensued, Chief Justice Roberts repeated his request to “say that in a threatening way.”\textsuperscript{198}

Justice Gorsuch reinforced law’s nonrecognition of cyber abuse by suggesting that victims might be overreacting. He said to AG Weiser, the former dean of the University of Colorado law school:

We live in a world in which people are sensitive and—and maybe increasingly sensitive. As a professor, you might have issued a trigger warning

\begin{itemize}
\item \textsuperscript{190} Douek & Lakier, supra note 182.
\item \textsuperscript{191} Douek & Lakier, supra note 182.
\item \textsuperscript{192} Transcript of Oral Argument at 53, Counterman v. Colorado, 600 U.S. 66 (2023) (No. 22-138).
\item \textsuperscript{193} Id. at 53–54.
\item \textsuperscript{194} Id. at 54.
\item \textsuperscript{195} Id. at 54.
\item \textsuperscript{196} Id. at 54.
\item \textsuperscript{197} Id. at 54–55.
\item \textsuperscript{198} Id. at 55.
\end{itemize}
from time to time when you discuss a bit of history that is difficult or a case that’s difficult. What do we do in a world in which reasonable people may deem things harmful, hurtful, threatening? And we’re going to hold people liable willy-nilly for that? . . . . What do we—how do we talk about history?  

Justice Gorsuch’s remarks suggested that cyberstalking convictions are based on “willy-nilly” guesswork and that people reporting abuse are “increasingly sensitive.” It reinforced Chief Justice Roberts’ dismissal of Counterman’s text—“Stay-ing in cyberlife will kill you. Come for coffee”—as an innocuous offer of help. The Justices’ refusal to recognize cyber abuse as harmful is hard to reconcile with their personal reaction to the online threats that they faced. Neither Chief Justice Roberts nor Justice Gorsuch seemingly thought that their request for round-the-clock police protection in the face of online threats was an overreaction. The message was clear: protection for me but not for thee.

B. Ruling and Fallout

In a 7–2 decision, the Supreme Court ruled that the First Amendment requires a heightened mental state of recklessness as to the terrorizing nature of a statement before regulating unprotected true threats. The majority, written by Justice Elena Kagan, explained that, under the chilling-effects doctrine, the Court has imposed heightened mens rea requirements to provide “strategic protection” against the chilling of valuable speech. The majority held that while threats have long been understood to fall outside the bounds of the First Amendment, proof of recklessness was necessary to protect against the “hazard of self-censorship.” The Court reasoned that without such a requirement, the ordinary citizen might “swallow words that are not true threats” to avoid the risk of coming near the line of illegality or getting caught up in the legal system and incurring related costs. The Court justified its ruling as striking a balance in
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that it was “neither the most speech-protective nor the most sensitive to the dangers of true threats.”

The Counterman ruling exacerbated the legal nonrecognition of cyber gender abuse in what it said and did. How the Court talks about the values at stake conveys what it thinks is important (and what is not). The majority made clear that the speech that mattered was that of people who might self-censor for fear that their words would be construed as a threat. The Court said nothing about the speech interests of victims. The Court acknowledged that its chilling-effects line of cases requires recognizing and “accommodating ‘competing value[]’ in regulating historically unprotected expression” like true threats. And yet beyond noting that threats inflict “profound harms,” the Court did not discuss, let alone consider accommodating, how cyberstalking and threat laws protect victims from the fear that stops them from speaking. Indeed, the Court spent little time explaining why true threats do not enjoy First Amendment protection in the first place. True threats fall outside the First Amendment because they make minimal contributions to public debate and because they inflict grave harm. As Professor Kenneth L. Karst has explained, legal limits on the liberty to threaten another person defend the victim’s liberty to freely move around and express themselves. While the majority expressed grave concern about potential abusers’ self-censorship, it did not consider in its chilling-effects analysis the fact that threats coerce victims’ silence.

The majority opinion exacerbates the legal nonrecognition for cyber gender abuse. The recklessness requirement could be understood as applying to all cyberstalking cases, including where abusers repeatedly violate victims’ intimate privacy. Investigators might wave away victims because no threats were made, even though the stalking could be regulated consistent with the First Amendment. The Court’s failure to address this conundrum shows how little it thinks about the suffering of cyberstalking victims.
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The heightened mens rea requirement gives law enforcement further reason to dismiss reports of cyber gender abuse as acceptable behavior. Officers may tell victims that their hands are tied because defendants may have made a mistake and not realized that victims would be frightened.\textsuperscript{212} Even if law enforcement investigates cases and brings them to prosecutors, prosecutors will worry that defendants can convince jurors that they never realized that they might be scaring the victims. Prosecutors will not spend resources on cases that seem unlikely to yield convictions. As AG Weiser warned at oral argument, requiring subjective intent would “immunize stalkers who are untethered from reality” and “allow devious stalkers to escape accountability by insisting that they meant nothing by their harmful statements.”\textsuperscript{213} The Court’s decision will also make it even more likely that victims will under-report cyber abuse. Why bother if there is a vanishingly small chance that law enforcers will help?

Victims have discussed the terrible bind that they find themselves in. A stalker has been hounding journalist Julia Ioffe online for the past five years. One of the man’s terrifying messages said, “they should put your ass to sleep.”\textsuperscript{214} Ioffe contacted the police.\textsuperscript{215} A male detective “said, essentially, ‘well, if you never said no to this guy, how is he supposed to know that you don’t want him contacting you?’”\textsuperscript{216} The detective advised Ioffe to tell the man to leave her alone, but to do so in a “nice way” so she did not “make him mad.”\textsuperscript{217} After the \textit{Counterman} decision, the stalker contacted her, and Ioffe realized that she “had to respond to him” to tell him that she found his contact threatening and frightening.\textsuperscript{218} The man agreed to stop sending messages, but broke his promise, saying she had been “confusing.”\textsuperscript{219} Ioffe is dismayed that she is expected to engage with her stalker, so he knows that she finds his messages unwelcome. Engaging with
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stalkers gives them “the wrong idea and makes them harass you even more.”220 This is precisely what has happened with her stalker.

The oral argument and majority ruling in Counterman have made it all the more difficult to combat cyber gender abuse. If Supreme Court Justices can laugh about a stalker’s hundreds of texts (some threatening; some suggesting physical stalking; all unwanted and frightening), why would law enforcement change course and take cyber gender abuse seriously? The ruling makes it more likely that cyber gender abuse will be ignored and unrecognized. Officers can point to Counterman and say it is too hard to show what stalkers understood. We need reforms so that victims get help and wrongful abuse is deterred.

III. REFORMS FOR LAW AND THE BAR

Our energy should be focused on avenues that will help make cyber gender abuse visible, unacceptable, and eradicable. The civil system can and should make clear that victims have been wronged, that the law is on their side, and that they are not to blame. First, Congress needs to bring law back into the picture for content platforms. No longer should sites whose business model is cyber gender abuse enjoy immunity from liability. Congress should ensure that all content platforms act responsibly in the face of cyber gender abuse. Then, too, victims need affordable counsel. The legal profession has a moral obligation to protect against cyber gender abuse, which drives women offline and undermines their sense of belonging and citizenship. Lawyers should devote parts of their pro bono practices to representing victims of cyber gender abuse.

A. Introducing Platform Liability (At Long Last)

In 1996, then-Representatives Christopher Cox and Ron Wyden worked on a legislative solution that would incentivize companies to moderate abusive material.221 To that end, Section 230(c)(2) wisely shields content platforms from liability for filtering, blocking, or removing harassing and otherwise abusive material.222 The take-down provision was (and remains) good policy. It also reflects the First Amendment rights of private companies to decide what kind of speech they want to endorse or reject.223
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Congress should spend its energy revisiting Section 230(c)(1), which provides an unchecked immunity for platforms that leave up cyber gender abuse. I have been working on a draft bill to reform Section 230 with Massachusetts Congressman Jake Auchincloss. The first part of the draft carves out from the legal shield platforms in the business of cyber gender abuse. Congress never meant to provide a free pass to sites whose purpose is the destructive targeting of individuals. That would belie a key purpose of the statute, which was to deter “stalking[] and harassment by means of computer.”

Congress must carve out those platforms from Section 230(c)(1)’s legal shield in a clear and concise way. We can do that with statutory language that threatens platforms as publishers or speakers if the platform knowingly solicits, encourages, or fails to remove cyber gender abuse (i.e., cyberstalking, nonconsensual intimate imagery, or digital forgeries).

To be clear, excising bad actors from the legal shield would not mean that they would be strictly liable for users’ online assaults. The law, if so reformed, would simply allow victims of cyber gender abuse to have a chance to bring legally cognizable claims against sites that encourage, solicit, or leave up such abuse. Plaintiffs would have to make out cognizable claims (such as negligent enablement of crime) and prove them.

Setting the outer boundaries of Section 230(c)(1) is crucial, but more is needed to deter cyber abuse and minimize the harm that it causes. Congress should set a duty of care that would require content platforms to take reasonable steps to address cyberstalking, nonconsensual intimate imagery, and digital forgeries. If those steps were taken, then the platform would be shielded from liability under Section 230(c)(1). Courts would extend the immunity to content platforms that could show that they fulfilled the duty of care, even if their efforts fell short in the particular case before the court.

The draft bill proposes steps that if followed would allow the provider of an interactive computer service not to be treated as the publisher or speaker of information involving cyberstalking, nonconsensual intimate imagery, and digital forgeries:

---
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• First, platforms must have a process to prevent, to the extent practicable, cyberstalking, intimate-privacy violations, and digital forgeries.
• Second, platforms should have a clear and accessible process to report cyberstalking, nonconsensual intimate imagery, and digital forgeries.
• Third, platforms should have a process for addressing reports of cyberstalking, nonconsensual intimate imagery, and digital forgeries.
• Fourth, platforms should have a process to remove (or otherwise make unavailable), within 24 hours, information the provider knows or has reason to know is cyberstalking, nonconsensual intimate imagery, and digital forgeries. That process should include blocking individuals responsible for such abuse.
• Fifth, platforms should have minimum logging requirements to preserve data necessary for legal proceedings related to cyberstalking, nonconsensual intimate imagery, or digital forgeries.
• Finally, platforms should remove or block content that has been adjudicated as unlawful by a court of law.

To enable the duty of care to encompass emerging protective practices, Congress should authorize an expert independent agency like the Federal Trade Commission to engage in rulemaking to recognize new ways to take reasonable steps to address destructive online abuse.\(^{228}\) An expert agency would help clarify what it means to have a process to prevent the violations. It would flag practices that meet that standard as exemplars, such as hashing programs that filter or block content designated as nonconsensual intimate imagery from being reposted.\(^{229}\)

Such reform would have salutary effects. Section 230 reform would say to content platforms that they must act as guardians against cyber gender abuse, rather than throwing up their hands as Meta has done regarding virtual sexual assault. It would make clear to sites devoted to nonconsensual imagery that their business model deserves no protection because intimate-privacy violations are wrong and harmful. Protecting against cyber abuse would be something that mainstream companies would do in all stages of their business activities, from the design of their services to their content moderation practices.

As content platforms operationalize duties of care and individuals learn about them, people will feel more comfortable using those sites. In 2021, Jon
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Penney, Alexis Shore, and I teamed up to conduct empirical research on the potential impact of both legal and industry efforts to protect intimate privacy (with a special focus on the responsibilities of online platforms). Our preliminary findings suggest that both legal protections and industry measures would engender trust in companies and the legal system such that individuals would be more inclined to express themselves online. Reforming Section 230 along these lines might encourage more expression online and offline—a win for online discourse and democracy.

Perhaps the increased adoption of augmented and virtual-reality technologies might help tip the scales. If workplaces and schools integrate augmented and virtual-reality technologies into their activities, then they should expect that those tools will be exploited to harass and stalk individuals. Unlike content platforms that enjoy immunity from liability for user-generated cyberstalking and virtual sexual assault, employers and schools enjoy no legal shield. If augmented and virtual-reality technologies produce hostile work and educational environments, then employers and school administrators ignore those abuses at their legal peril. Further, perhaps the reality of lawsuits will incentivize companies to build technologies that minimize the opportunities for abuse, reducing the risk of liability and boosting marketing and sales as a result.

Online platforms should not be largely law-free zones. To the contrary, their importance to our ability to work, socialize, and express ourselves requires that they act as guardians to ensure that cyber gender abuse does not drive people, often the most vulnerable, offline and deprive them of crucial opportunities. Careful reform of Section 230 would take us in that direction, but we also need counsel to help victims, to which I now turn.

B. Pro Bono Support

Attorneys have a crucial role to play in combating cyber abuse and they are not fulfilling that role as they could and should. Victims lack access to legal representation because they cannot afford hefty counsel fees and because attorneys do not have enough incentive to take on cases on contingency or for low cost. Yet most attorneys do some form of pro bono work—it is terrific for training young lawyers and a crucial way to provide meaningful service. Pro bono work is a badge of honor; it shows that lawyers are “officers of the court” in the most meaningful way possible.

Bar associations should urge attorneys to take on cases involving cyberstalking, intimate-privacy violations, and other cyber abuse. Pro bono cases
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“traditionally involve representing people of limited means or nonprofits serving the poor.”232 Victims of cyber gender abuse come from all sorts of backgrounds. They include individuals who might be understood as middle class but who have student loans and high rents. Such individuals simply cannot afford counsel without a benefactor. Most of the victims I interviewed in my work had childcare costs, student loans, or other expenses that made paying for counsel impossible. Bar associations should recognize that efforts to protect against cyber gender abuse involve a fight for civil rights and liberties and warrant pro bono status.233 Along similar lines, law schools have established clinics to provide free legal services for students seeking assistance related to research endeavors. For instance, the BU/MIT Student Innovations Legal Clinic provides free legal counsel to students on issues related to intellectual property, information privacy, cybersecurity, finance and business regulation, and media law.234

There are a few practices that take on cyber-abuse cases on a pro bono and low bono basis. K&L Gates, for instance, spearheaded the Cyber Civil Rights Legal Project (CCRLP) to represent victims of intimate-privacy violations.235 Foley Hoag has assisted CCRL in its work. Carrie Goldberg, the country’s most experienced and astute lawyer in all things cyber gender abuse, runs a law firm dedicated to intimate-privacy violations and other forms of cyber gender abuse.236 But she can only take on so many cases on a pro bono or low bono basis—she has a small firm and needs to prioritize cases that will enable her to earn a living.237 If we reformed Section 230, then attorneys like Goldberg would have deep pockets to sue, and she could take cases on contingency. Until such reform is passed, we need to encourage bar associations to join the fight against cyber gender abuse and encourage lawyers to include cyber-gender-abuses cases in pro bono efforts.238
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With lawyers on their side, victims would no longer feel invisible. They would hear from counsel that their suffering is real, that the “wrongs that they faced and the harms that they endured matter—that they matter—in the eyes of the law and society.”  

CCRI Founder Dr. Holly Jacobs told Franks and I, when we founded CCRI in 2013, that it meant the world to her that we were on her side, and that we saw her suffering in the wake of the posting of her nude images online; she felt invisible before we started working together.

Legal representation and the possibility of favorable judgments matter to victims. The co-head of CCRLP, Elisa D’Amico, represented victims of intimate-privacy violations who obtained verdicts against their perpetrators. D’Amico’s clients knew that they would not recover much from those judgments since the perpetrators had limited funds, but the verdicts were nonetheless important to her clients. D’Amico explained to me that the judicial rulings and awards said to her clients that what happened to them was wrong. They allowed . . . clients to see themselves as fighters with rights, rather than as naïve individuals worthy of shame, blame, or pity. No longer did her clients feel alone and helpless. They felt validated.

We need the judicial system to work for victims, and having representation is an indispensable part of that effort.

CONCLUSION

By failing to recognize cyber abuse as wrongful, we have done a grave disservice to victims, their loved ones, democracy, and equality. Social recognition and legal reform are essential preconditions to meaningful course correction. Reform efforts are even more urgent given the *Counterman v. Colorado* ruling. The majority sent the message that the speech of cyberstalking victims—which we know is being silenced—is less important than the potential expression of people who might fear saying something legal lest it run afoul of stalking and threat laws. The decision made it less likely that prosecutors and law enforcement will take on cases and more likely that victims will refrain from reporting abuse.

---
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We must act now. The future will bring other forms of cyber gender abuse at a bewildering pace. When I first began writing about cyber gender abuse, perpetrators doctored people’s photographs to make them appear naked and posted them online. Because the technology was crude, fakes were easily detected. Times have changed. AI programs now enable:

anyone to turn a photo of a clothed woman into an altered version where she is naked. I’m using the pronoun “she” deliberately, because the program only works to turn photographs of people into photos of naked women. (If you submit a photo of a man or an inanimate object, it will be transformed to include breasts and female genitalia.) The program was trained on a large database of actual women’s nude photographs, so it generates fake nude photos with precision, matching skin tone and swapping in breasts and genitalia in place of clothes. The program has been commercialized—an automated chatbot now takes people’s orders through an encrypted messaging app and returns photos of clothed women along with naked versions. . . . [M]ore than 100,000 people have used the chatbot, and 65% of the bot’s users said that they sent in photos of girls or women they knew in real life.244

In the fifteen years that I have been writing about cyber gender abuse, I have seen the development of deepfake technology, which is most often used to create deepfake sex videos—hyperrealistic videos of women engaging in sex in which they have never engaged.245 I have seen the landscape of sites devoted to non-consensual intimate images grow from forty in 2013 to more than 9,500 in 2023.246 We need to pay attention to these developments and adopt a reform agenda before the abuse gets so far ahead of us that lawmakers, law enforcers, and companies refuse to act.
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who urged us to come together to fight for change a decade ago. It has been a thrill to work on reform efforts with Representative Jake Auchincloss and his legislative aide Joe Valente alongside Mary Anne Franks and Hany Farid.