Deplatforming

ABSTRACT. Deplatforming in the technology sector is hotly debated, and at times may even seem unprecedented. In recent years, scholars, commentators, jurists, and lawmakers have focused on the possibility of treating social-media platforms as common carriers or public utilities, implying that the imposition of a duty to serve the public would restrict them from deplatforming individuals and content.

But, in American law, the duty to serve all comers was never absolute. In fact, the question of whether and how to deplatform—to exclude content, individuals, or businesses from critical services—has been commonly and regularly debated throughout American history. In the common law and the major infrastructural and utility sectors—transportation, communications, energy, and banking—American law has long provided rules and procedures for when and how to deplatform.

This Article offers a history and theory of the law of deplatforming across networks, platforms, and utilities. Historically, the American tradition has not been one of either an absolute duty to serve or an absolute right to exclude. Rather, it has been one of reasonable deplatforming—of balancing the duties to serve and the need to, in limited and justifiable cases, exclude. Theoretically, deplatforming raises common questions across sectors: Who deplatforms? What is deplatformed? When does deplatforming occur? What are permissible reasons for deplatforming? How should deplatforming take place? The Article uses the history of deplatforming to identify these and other questions, and to show how American law has answered them.

The history and theory of deplatforming shows that the tension between service and exclusion is an endemic issue for common carriers, utilities, and other infrastructural services—including contemporary technology platforms. This Article considers ways in which past deplatforming practices can inform current debates over the public and private governance of technology platforms.
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INTRODUCTION

In January 2021, President Donald Trump and many of his supporters were banned from Twitter, Facebook, and other social-media services. The immediate reaction to the “great deplatforming,” as some have called it, varied from support, to objections, to claims of “incoherence.” Since that time, much of the discussion has focused on the possibility of treating social-media platforms

1. Permanent Suspension of @realDonaldTrump, Twitter (Jan. 8, 2021), https://blog.twitter.com/en_us/topics/company/2020/suspension [https://perma.cc/6MY3-JLW3].
as common carriers or public utilities. Proponents of this approach, including conservatives like Richard Epstein and Justice Clarence Thomas, emphasize that common carriers and public utilities have an obligation to serve all customers. The subtle implication, of course, was that President Trump and others who were deplatformed should be reinstated.

After Elon Musk took over Twitter, controversies over deplatforming have only continued. Musk had promised the social-media platform would be a home for free speech. But his Twitter soon suspended Kanye West’s account for posting a swastika, accounts that showed the location of Musk’s private jet (after promising not to), and even accounts that had shared those tweets. Musk’s Twitter even announced a policy banning posts promoting competitor social-media platforms, although it soon reversed course.

Deplatforming has also not been limited to individuals and content on social media. Cloud-infrastructure giant Amazon Web Services (AWS) deplatformed the conservative social-media network Parler, as did the Apple App Store and

---
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Google Play Store. Google has removed apps that secretly collect user data, and Apple has excluded apps that have not been updated. Amazon has shut down accounts of thousands of merchants seeking to sell goods on Amazon Marketplace. With examples like these in the news, as well as many others, scholars have raised a variety of issues about deplatforming individuals and content—including First Amendment analyses and the workability and desirability of existing procedures—and have even proposed creating federal procedural rules for platforms.

Deplatforming in the tech sector is thus hotly debated, and at times, it might even seem “unprecedented.” But in American law, the duty to serve all comers was never absolute. In fact, the question of whether and how to deplatform—to exclude content, individuals, or businesses from critical services—has been

21. Danny Crichton, The Deplatforming of President Trump: A Review of an Unprecedented and Historical Week for the Tech Industry, TECHCRUNCH (Jan. 9, 2021, 11:46 AM EST), https://techcrunch.com/2021/01/09/the-deplatforming-of-a-president [https://perma.cc/32EP-UWRA] (“From Twitter to PayPal, more than a dozen companies have placed unprecedented restrictions or outright banned the current occupant of the White House from using their services, and in some cases, some of his associates and supporters as well.”).
22. To be fair to Epstein, he does note that service had to be on “fair, reasonable and nondiscriminatory” terms, and suggests there be a “narrow” exception for “violence and threats of force.” But he does not discuss why President Trump’s tweets would fall on the permissible side of that line. See Varadarajan, supra note 9.
commonly and regularly debated throughout American history. In the common law and the major infrastructural and utility sectors—transportation, communications, energy, and banking—law has long provided rules and procedures for when and how to. And yet, despite the increasingly familiar argument that tech platforms are akin to common carriers, infrastructure, or public utilities, the practice of deplatforming across the common law and the traditional networks, platforms, and utilities sectors has gone unexamined.

This Article offers a history and theory of the law of deplatforming across networks, platforms, and utilities. Part I shows that there has been a long history of deplatforming in the common law and in the transportation, communications, energy, and banking sectors. These areas of law are generally considered the traditional “regulated industries,” or as a new casebook calls them, “Networks, Platforms, and Utilities” (NPUs). In each of these sectors, firms excluded individuals or activities—even if the firm was an essential service, a government monopoly, or had a legal duty to serve the public. The American tradition has not been one of either an absolute duty to serve or an absolute right to exclude. Rather, it has been one of reasonable deplatforming: balancing the duties to serve and the need to, in limited and justifiable cases, exclude.

In the nineteenth century, for example, common-law courts required innkeepers and other common carriers to “accept all comers,” but they also created exceptions for persons who could be excluded from service, including thieves and belligerents. In the early twentieth century, the law grappled with excluding individuals and content from the postal system, telephone service, and broadcast communications. Over time, these rules migrated into state- and


24. See generally Richard J. Pierce, Jr. & Ernest Gellhorn, Regulated Industries in a Nutshell (4th ed. 1999) (describing traditionally regulated industries). I include banking, even though it was not usually taught or included in regulated-industries textbooks because it shares many similar features of infrastructure and utilities. See, e.g., Morgan Ricks, Money as Infrastructure, 2018 COLUM. BUS. L. REV. 757 (2018) (arguing that bank regulation falls within the broader category of infrastructure regulation); Alan M. White, Banks as Utilities, 90 TUL. L. REV. 1241 (2016) (applying public-utility law to banks).


26. See infra Section I.A.

27. See infra Section I.B.
federal-NPU regulatory systems. Legal rules enable the government to ban certain individuals from access to the banking system, energy sector, and air travel. Although the substantive and procedural rules vary somewhat from sector to sector, there are common approaches and dilemmas. This history shows that deplatforming is not unprecedented or unique to tech platforms; it is an inevitable, endemic issue that emerges in governing infrastructure industries. Far from ensuring that deplatformed individuals must be reinstated, the common-carrier and public-utility framework sanctions deplatforming under a limited, but significant, set of scenarios. The critical question, therefore, is not whether to permit deplatforming, but rather who decides the rules of deplatforming and what those rules should be.

Having presented the history and practice of deplatforming across NPUs, the Article then zooms out from particular sectors and explores theoretical questions about deplatforming in Part II. Understanding deplatforming requires considering (1) foundational issues, (2) the reasons for deplatforming, and (3) the process of deplatforming. Foundational issues answer the basic questions: Who deplatforms (public or private)? What is deplatformed (conduct or an entity)? Why is the service important (essential, civic, or commercial reasons)? Are platforms liable for injuries? When does deplatforming take place (reactively, preemptively, or preventively)? And what justifies replatforming? The reasons for deplatforming can vary from sector to sector, but they have been remarkably common and stable throughout history: ensuring service provision (the failure to pay, capacity and congestion concerns, and/or service-quality degradation); preventing harms (injury to other users, society, and/or national security); and adhering to social regulations (public morality and, earlier in history, racial discrimination). There are also consistently impermissible reasons for deplatforming. The process of deplatforming has involved both ex ante measures (generally applicable rules and notice requirements) and ex post measures (case-by-case determinations and opportunities to challenge exclusion). Describing these factors helps to clarify the shape of reasonable deplatforming in American history and illuminates persistent dilemmas in deplatforming as well.

Part III then turns to the contemporary issue of tech platforms’ decision to deplatform individuals and content. To start, it shows that neither private deplatforming (by firms) nor public deplatforming (by law) are novel. Contemporary private practices among big-tech platforms track the historical approach to reasonable deplatforming remarkably well. Recently proposed and subsequently passed regulation at the state level, however, differs from the traditional American approach in that it significantly reduces the scope for reasonable deplatforming. Importantly, some courts and commentators have said that a

---

28. See infra Sections I.C.–E.
platform’s terms of service mean that it is not open to all comers and, therefore, is not a common carrier or public utility. The history of deplatforming reveals that this is incorrect: as we will see, terms of service existed even in the nineteenth and early-twentieth centuries, and they foreclosed neither the duty to serve nor the power to exclude. The history and theory of deplatforming also contributes to specific debates, including over bots and anonymity, bans on crypto-mining, platform liability, and the boundary between content moderation and commercial nondiscrimination in cases where platforms deplatform other platforms. A brief conclusion follows.

In reviewing the history and theory of deplatforming, this Article makes several contributions. First, it provides an account of deplatforming—exclusions from service provision—across the common law and statutory laws of networks, platforms, and utilities. It is, of course, not a treatise, and as such, it does not offer a comprehensive accounting of every case or statute from every subsector. But, so far as I can tell, it is the first transsectoral account of this dynamic across NPU law. This history shows that deplatforming is and has been an endemic issue for infrastructural enterprises. Second, this Article identifies the justifications, mechanisms, and dilemmas that have characterized the practice of reasonable deplatforming in American history. Together, these analyses on their own terms contribute to the recent revival of the study of the law governing networks, platforms, and utilities. In particular, they show that despite a general view that common carriers and public utilities must accept all comers, there have always been exceptions—and the exceptions have followed consistent patterns. The theoretical analysis, combined with the historical examples, also provides a framework for thinking about designing deplatforming regimes. This is critical because the history of deplatforming also offers some cautionary tales. Careful and thoughtful design, not simplistic arguments about unconstrained rights to exclude or absolute duties to serve, should be the way forward for courts and policymakers. Third, this Article offers important lessons for tech platforms. History shows that deplatforming in the tech sector is nothing new and that the quest for a platform that doesn’t deplatform is misguided. Moreover, the fact that tech platforms require following their terms of service for access does not mean they are not common carriers or public utilities. More broadly, this Article contributes to the literature that seeks to show that the legal framework that

applies to networks, platforms, and utilities can provide helpful insights and guidance for regulating contemporary tech platforms. The American tradition of reasonable deplatforming may provide a guide for tech deplatforming—whether privately directed, imposed under the common law, or regulated by statute.

A few caveats are also in order. The first is about scope. One of the standard tools of NPU law are exit restrictions, in which a regulated firm is not permitted to shut down service to some set of customers. For example, a railroad would have, during the heyday of the Interstate Commerce Commission, been prohibited from shutting down a rail line to a city without permission from the regulator. This dynamic is similar to deplatforming, but it is distinct. Exit restrictions are generally part of a system of route allocation or an exclusive franchise or monopoly provision. They are thus linked both to entry restriction and universal-service mandates within the service area. They are part of the structural regulatory rules that shape the industrial organization of the sector, rather than rules of behavior on the NPUs themselves. The history and purposes of exit restrictions thus differ from the tradition that I trace here. As a result, I do not treat exit restrictions in this Article.

A harder case, but also one that I cabin, is about platform design and accessibility. The question is whether the duty to serve all comers includes an obligation not merely to accept anyone seeking to use the service (subject to reasonable deplatforming rules) but also for the platform to design its service in a way that everyone can actually use it. Or, to put it differently, if you cannot access the platform because you require a special accommodation or design feature, must the platform adapt to offer that accommodation? It is, of course, the case that the scope of the duty to serve will necessarily shape the extent of the right to exclude. But with one notable exception, the cases and history offered here have comparatively little to say about this topic. This may be, in part, because some NPUs require no or minimal accommodations for use due to standardized parts or connections (e.g., electric grid, pipelines, water pipes, telephones, telegraphs), because technologies did not permit accommodation at the time (e.g., radio technology could not accommodate the deaf in the early twentieth century), and because NPU enterprises have an incentive to maximize their customer base. It is perhaps also partly because policies requiring accommodations

30. See Ricks, Sitaraman, Welton & Menand, supra note 25, at 27.
31. Cf. Wesley Hohfeld, Some Fundamental Legal Conceptions as Applied in Legal Reasoning, 23 Yale L.J. 16, 30–32 (1913) (distinguishing between jural opposites such as rights/no rights and jural correlatives such as rights/duties).
32. This was at issue in the Express Cases, discussed infra in text accompanying notes 343–344. There, the express services wanted railroads to offer special railcar accommodations. The Supreme Court sided with the railroads, though the balance of opinion in state supreme courts went the other way.
for individuals have been a function of antidiscrimination and civil-rights laws, which apply far more broadly than firms in NPU sectors as a condition on their duty to serve. This latter tradition is intertwined with but distinct from the tradition I trace here—the duty to serve within economic regulation, and its exceptions. An account of the intersections of these traditions would be welcome but is beyond the scope of this Article.

The second caveat is about terminology. Throughout the Article, I use “platform” interchangeably with infrastructure industries, regulated industries, and public utilities. For those who think only about contemporary tech platforms, this usage might seem odd. But in doing so, I align with others who also note the functional similarities between tech platforms and the traditional regulated industries (primarily, but not exclusively, the transportation, communications, energy, and banking sectors) and likewise think that “platform” is a better (or at least, not worse) term than others one might devise. As a result, “deplatforming” is the exclusion or ejection of not only individuals or entities, but also content or particular behavior from a platform. The distinction between entity deplatforming and content deplatforming is explored throughout the Article, and expressly in Part II. In defining platforms and deplatforming this way, I intend for them to be broader than the common, casual usage, which focuses on social-media companies. Rather, I mean to expand the meaning of these terms to apply to NPUs generally. Doing so, as we shall see, illuminates a range of practices, possibilities, and perils.

---

34. The field of NPU law includes the common law of carriers and statutory regimes in the transportation, communications, energy, and banking sectors, in addition to some others. Inclusion in the category itself is perhaps best defined analogically, rather than formally, based on consideration of a variety of factors that include status as a service, network effects and economies of scale, and other features. For discussions on terminology and the scope of what counts as a network, platform, or utility, see Ricks, Sitaraman, Welton & Menand, supra note 25. Note that terminology has always been a problem in the field, which has had names ranging from the law of “public service corporations,” to public utilities, to regulated industries. See, e.g., Charles K. Burdick, The Origin of the Peculiar Duties of Public Service Companies. Part I, 11 Colum. L. Rev. 514, 515 n.8 (1911) (“This term ‘Public Service Company’ is not entirely satisfactory, but it is difficult to find a substitute which is not unwieldy.”). For others who also see tech platforms as related to utilities, see, for example, sources cited supra notes 8-9, 23, which describe similarities between platforms and utilities.
35. This is similar to, but not the same as, how experts define content moderation. Grimmelmann, for example, defines that term as “the governance mechanisms that structure participation in a community to facilitate cooperation and prevent abuse.” James Grimmelmann, The Virtues of Moderation, 17 Yale J.L. & Tech. 42, 47 (2015).
I. THE HISTORY AND PRACTICE OF DEPLATFORMING

The history and practice of deplatforming in America has been remarkably consistent across time and sectors. In both the common-law era and the age of statutes, the law has sought to balance two different issues: the benefits of certain infrastructural platforms serving the public neutrally and the need to exclude certain users and uses of those platforms. Drawing on the language of the common law and the Interstate Commerce Act (1887), we can call this a tradition of reasonable deplatforming. Platforms had a duty to serve but could engage in deplatforming when reasonable. The reasonableness of exclusions had both substantive and procedural components, which are enumerated in the theory described in Part II, and they have remained largely stable over time—even in spite of radical economic deregulation starting in the 1970s and the mid-twentieth-century shift toward a more absolutist First Amendment.

This Part provides an account of the legal rules across the common law and the communications, transportation, energy, and banking sectors. The common-law cases are limited to areas outside those that later received comprehensive statutory regulation; common-law cases in those areas are treated along with statutory and case law in the relevant sector.

A. The Common Law of Innkeepers and Common Carriers

Since the Middle Ages, common-law courts imposed on certain types of businesses a duty to serve members of the public. Ferries, gristmills, horse-shoeing blacksmiths, and inns, among others, were required to neutrally accept all comers, under what was sometimes called the law of innkeepers and common carriers. The leading case of Jackson v. Rogers described this
nondiscrimination rule, holding that an action could lie against a common carrier who refused to transport goods, just as it would lie “against an innkeeper for refusing [a] guest, or a smith on the road who refuses to shoe my horse . . . .”43 As Matthew Hale observed, the scope of this obligation, which also applied to charging arbitrary or excessive prices, extended to “the wharf and crane and other conveniences [that] are affected with a public interest” because “they cease to be juris privati only.”44

At the same time, the common law of innkeepers and common carriers included important exceptions to the duty to serve all comers: capacity constraints, failure to pay, and injury to others or to the service itself. Perhaps most intuitively, capacity constraints and the obligation of payment allowed innkeepers and common carriers to deny service. English courts had long declared that innkeepers did not need to house a guest if they did not have space.45 In the United States, commentators took the same position. “An innkeeper is bound,” Joseph Story observed, “to take in all travelers and wayfaring persons, and to entertain them, if he can accommodate them for a reasonable compensation; and he must guard their goods with proper diligence.”46 Common carriers likewise were required to “receive and carry all goods offered for transportation” unless “his coach is full.”47

Innkeepers and common carriers could also exclude customers if the person or their property was a danger to other users of the service or might degrade the service. If a person wished to transport something that was “of a nature which will at the time expose [the carrier] to extraordinary danger or . . . popular rage,”

43. Id. On the innkeeper situation, consider also Blackstone, 3 WILLIAM BLACKSTONE, COMMENTARIES *165-66 (“[I]f an innkeeper, or other victualler, hangs out a sign and offers his house for travelers, it is an implied engagement to entertain all persons who travel that way, and upon this universal assumptio an action on the case will lie against him for damages if he, without good reason, refuses to admit a traveler.”).

44. Matthew Hale, A Treatise in Three Parts (1670), reprinted in 1 A COLLECTION OF TRACTS RELATIVE TO THE LAW OF ENGLAND 45, 77-78 (Frances Hargrave ed., Dublin, E. Lynch et al. 1787).

45. See Lane v. Cotton (1701) 88 Eng. Rep. 1458, 1464-65 (“If an innkeeper refuse to entertain a guest where his house is not full, an action will lie against him . . . , and so against a carrier, if his horses be not loaded, and he refuse to take a packet proper to be sent by a carrier.”); id. at 1464 (“[T]he innkeeper . . . is bound to receive all manner of people into his house till it be full . . . .”). For a later English statement of the same point, see FREDERICK CHARLES MONCREIFF, THE LIABILITY OF INNKEEPERS 19 (1874) (“[I]f his house is full, he is justified in refusing guests.”).

46. JOSEPH STORY, COMMENTARIES ON THE LAW OF BAILMENTS, WITH ILLUSTRATIONS FROM THE CIVIL AND THE FOREIGN LAW 415 (Edmund H. Bennett ed., 7th ed. 1863) (emphasis added); see also id. at 403 (“[A]n innkeeper is not, if he has suitable room, at liberty to refuse to receive a guest, who is ready and able to pay him a suitable compensation.”).

47. Id. at 453-54.
the carrier could exclude it.\textsuperscript{48} While riding circuit in 1835, Story heard a case in which a steamboat company refused service to a passenger who was also a carriage operator. The passenger intended to solicit other steamboat passengers to use his carriage service upon their arrival. After describing the obligation to serve, Story stated that the steamboat could nonetheless exclude passengers “who refuse to obey the reasonable regulations of the boat, or who are guilty of gross and vulgar habits of conduct; or who make disturbances on board . . . .”\textsuperscript{49} Even if a passenger was not presently engaged in problematic conduct toward others, Story explained, past conduct could also warrant exclusion: “Suppose a known or suspected thief were to come on board, would they not have a right to refuse him a passage? Might they not justly act upon the presumption that his object was unlawful? . . . I think they might, upon the just presumption of what his conduct would be.”\textsuperscript{50}

Other courts held similarly. In 1837, one court found for an innkeeper who excluded a stagecoach driver who had been involved in “frequent altercations.”\textsuperscript{51} The court noted that the innkeeper need not “be held to wait until an affray is begun before he interpose, but may exclude common brawlers, and any one who comes with intent to commit an assault or make an affray.”\textsuperscript{52} In an 1844 case, a railroad-depot operator excluded an innkeeper who had regularly harassed disembarking passengers.\textsuperscript{53} The court found that the depot had the “authority to make reasonable and suitable regulations” to “ensure the safety and promote the comfort of passengers.”\textsuperscript{54} This authority included expelling “from his premises all disorderly persons, and all persons not conforming to regulations necessary and proper to secure such quiet and good order.”\textsuperscript{55} The New Hampshire Supreme Court described the exception this way:

Like innkeepers, carriers of passengers are not bound to receive all comers. The character of the applicant, or his condition at the time, may furnish just grounds for his exclusion. And his object at the time may

\textsuperscript{48} Id. at 454.
\textsuperscript{49} Id. at 562.
\textsuperscript{50} Id. at 562-63 n.1. On the pickpocket example, see also \textit{Pearson v. Duane}, 71 U.S. 605, 613-14 (1866). The Supreme Court there references the English case of \textit{Coppin v. Braithwaite}, in which a ship captain refused service to a reported “pickpocket and associate of what was called the ‘swell mob.’” Id.
\textsuperscript{51} Markham v. Brown, 8 N.H. 523, 528-29 (1837).
\textsuperscript{52} Id.
\textsuperscript{53} Commonwealth v. Power, 48 Mass. 596 (1844).
\textsuperscript{54} Id. at 600.
\textsuperscript{55} Id. at 601.
furnish a sufficient excuse for a refusal; as, if it be to commit an assault upon another passenger, or to injure the business of the proprietors.\footnote{56}{Bennett v. Dutton, 10 N.H. 481, 486-87 (1839) (citations omitted).}

By the early twentieth century, so many courts had confronted this question that Bruce Wyman could systematically categorize the permissible and impermissible reasons for exclusion in his well-known treatise on public-service corporations. Wyman concluded that exclusion was impermissible if a person is merely “disagreeable,” “unmannerly,” engages in “slight misbehavior,” or is deemed “immoral” or “undesirable.”\footnote{57}{1 Bruce Wyman, The Special Law Governing Public Service Corporations 465-69 (1911). For an excellent discussion of the exceptions to the innkeeper’s duty, which covers similar ground as described in this section, see generally Comment, Innkeeper’s Right to Exclude or Eject Guests, 7 Fordham L. Rev. 417 (1938).} But there were many permissible reasons for exclusion. Wyman concluded that “present misconduct” cases were straightforward.\footnote{58}{Wyman, supra note 57, at 521.} But past misconduct—such as suspected thievery and habitual drunkenness—could also justify abrogating the duty to serve.\footnote{59}{Id. at 522.}

B. Communications

Like the common law of innkeepers and common carriers, communication law has also engaged questions of deplatforming. From the postal system to the telephone and telegraph to broadcasting, deplatforming has been a recurring issue.

1. Postal System

Since the early Republic, there has been debate over whether the Post Office could exclude people from the mail altogether, or more narrowly, exclude certain pieces of mail. Prior to the Civil War, the marquee exclusion debate was over abolitionist literature.\footnote{60}{Michael Kent Curtis, The Curious History of Attempts to Suppress Antislavery Speech, Press, and Petition in 1835–37, 89 Nw. U. L. Rev. 785, 817-36 (1995).} Northerners sent abolitionist publications to Southern elites. Pro-slavery Southerners—and even, at one point, the postmaster of New York—responded by attempting to prevent the sending of abolitionist content via the post.\footnote{61}{Id. at 818.} Pro-slavery critics claimed that abolitionist literature would destabilize their states and potentially lead to revolts by the people
they had enslaved. The Senate took up the debate, and a subcommittee proposed to let state laws on what materials were unmailable govern. After ferocious debates in Congress, these attempts to exclude abolitionist content failed.

After the Civil War, Congress passed laws excluding a variety of materials from the mail, including poisons and explosives, obscene materials, advertisements for lotteries, films of prize fights, and materials designed to defraud. In *Ex Parte Jackson*, the Court confronted whether Congress had the power to pass such laws and whether the Fourth Amendment’s protection against search and seizure applied. The petitioner had mailed a circular related to a lottery scheme and was convicted of sending information about a lottery through the mail. Writing for the Court, Justice Field initially observed that the power “to establish post offices and post-roads” extended to the power to take “all measures necessary to secure [the mail’s] safe and speedy transit, and the prompt delivery of its contents.” What could be mailed had varied over time, and Congress’s power to “designate what shall be carried necessarily involves the right to determine what shall be excluded.” Although, Field said, the Fourth Amendment provided a constraint on exclusion as did the First Amendment freedom of the press, neither infringed upon Congress’s power to exclude “demoralizing” mail like lottery circulars so long as the mail was either open to inspection, there was a warrant for its opening, or there was other evidence of a legal violation.

In the early twentieth century, federal courts again took up postal-exclusion cases. These cases centered on three constitutional questions: whether the Post

62. *Id.* at 818-19.
63. *Id.* at 823-25.
64. *Id.* at 835.
66. 96 U.S. 727 (1877).
67. *Id.* at 728.
68. *Id.*
69. *Id.* at 732.
70. *Id.*
72. *Jackson*, 96 U.S. at 736.
Office had the power to exclude materials, and whether such exclusions violated the Fifth Amendment’s Due Process Clause or the First Amendment. *Hoover v. McChesney*\(^{73}\) involved the Postmaster General’s order to stop delivery of all mail and postal money orders to the Southern Mutual Investment Company and its officers, including T.B. Hoover, who the postmaster said were conducting an illegal lottery via mail. The Circuit Court in Kentucky observed that mail service was critical to civic and business life, and that the post office had a legal monopoly on mail carriage.\(^{74}\) While the court upheld Congress’s power to determine mailable matter and to exclude immoral and fraudulent materials, it held that the order to exclude Hoover completely from the mail, and not just to exclude fraudulent mail, was a deprivation of his property right\(^{75}\) to the use of the mail without due process of law under the Fifth Amendment.\(^{76}\) The court, importantly, distinguished between specifically banned materials and banning a person entirely from access to such an important resource.

In *Lewis Publishing Co. v. Morgan*,\(^{77}\) the Court upheld a requirement that newspapers list their publisher and label advertisements as such in order to receive second-class mail status (which came with a discounted rate). A few years later, in *United States ex rel. Milwaukee Social Democratic Publishing Co. v. Burleson*,\(^{78}\) the Supreme Court went much further, upholding the Postmaster General’s banning of the *Milwaukee Leader* from receiving second-class mail status. The postmaster argued that postal statutes required second-class materials to publish “information of a public character” and that the newspaper’s articles critical of the U.S. government and the war effort did not meet that test.\(^{79}\) The Court upheld the postmaster’s total exclusion of the *Leader*. The majority observed that the *Leader* was not totally excluded from the use of the mail; it simply could not receive the discounted rate.\(^{80}\) Justices Brandeis and Holmes dissented, observing that the postmaster had the power only to exclude specific items, not entire publications.\(^{81}\) A generation later, after World War II, the Court reversed this
position and channeled Brandeis in *Hannegan v. Esquire, Inc.*,\(^82\) upholding the right of Esquire Magazine to receive second-class status despite publication of “lewd” materials.

Under the Cold War backdrop of a struggle over freedom and civil rights,\(^83\) the Supreme Court further restricted the power to exclude from the mail. A statute allowed the Postmaster General to detain “communist political propaganda.”\(^84\) The postmaster implemented this policy by detaining the *Peking Review* until receiving a reply card from the recipient, confirming that the recipient wanted the mail. The Supreme Court held in *Lamont v. Postmaster General*\(^85\) that the detention of mail was unconstitutional, arguing that a recipient has a right to receive mail without having to act by sending the card back. Around the same time, however, the Court did uphold other restrictions on mail service, including the distribution of obscene materials even to consenting adults.\(^86\)

Despite the expansion of First Amendment rights to mail service throughout the twentieth century, there are still restrictions on using the mail. Perhaps the most prominent is the federal mail-fraud statute.\(^87\) Rather than operating as an ex ante ban on individuals or content (as prior orders of the postmaster did), the statute instead criminalizes sending materials through the mail that are involved in “any scheme or artifice to defraud” or any other unlawful actions.\(^88\) Penalties are imposed after the fact and can include fines or prison.\(^89\)

### 2. Telegraph and Telephone

Examples of deplatforming in telecommunications go back more than a century. Some of the primary justifications for deplatforming in these areas were (1)
a failure to pay for the service; (2) use of the services for illegal activity, including activities that violated public-morality legislation; (3) disruption of service for others or harassment of other users; and (4) obscene or indecent uses.

First, and perhaps most straightforwardly, courts have regularly permitted termination of phone service for failure to pay for the service. At the same time, courts have recognized the possibility of abuse and placed restrictions on termination when there are disputes about a bill or when the failure to pay was for a different service (e.g., business versus home).\(^{90}\)

Second, courts have regularly held that even though telecommunications companies have an obligation to offer service to all comers, it does not extend to facilitating illegal activity—and some have even found that companies have a duty to discontinue service in such cases.\(^{91}\) In one Ohio case, for example, Western Union was sued for discontinuing service to a person who was using its wires to send illegal gambling information from racetracks to bookmakers.\(^{92}\) The federal court observed that Western Union’s terms of service prohibited use for illegal activities, but went further:

> Even without such provision in the tariffs, the defendant would not only be authorized, it would be obligated, to discontinue service which contributes to and facilitates the operation of a business or enterprise in violation of law. Any person or company that knowingly assists in a scheme to violate the law is subject to prosecution.\(^{93}\)

In another case, the Florida Supreme Court upheld a state law barring public utilities from furnishing their wire services for gambling.\(^{94}\) The court not only observed that restrictions on bookmaking were a valid public-morals regulation under the state’s police power, but also distinguished telegraph services from newspapers. The difference, the court said, was that the telegraph was significantly faster than newspapers or other magazines; this technological difference made bookmaking viable and wires a reasonable target of regulation.\(^{95}\) Notably, discontinuation of service is mandated by federal law when any FCC-regulated


\(^{93}\) Id. at 929.

\(^{94}\) McNerny v. Ervin, 46 So. 2d 458 (Fla. 1950).

\(^{95}\) Id. at 463.
common carrier is informed by law enforcement that it is being used for illegal gambling.\textsuperscript{96} Before discontinuing service, a law-enforcement agency must notify a common carrier of the illegal use and the carrier must give reasonable notice to the subscriber.\textsuperscript{97}

Third, disruption of service and harassment of others have been common justifications. As early as the 1880s, courts enforced duty-to-serve obligations on telephone companies.\textsuperscript{98} Cases about terminating service followed soon after. In a 1909 common-law case, for example, the Iowa Supreme Court found in favor of a telephone company that had denied telephone service to a user.\textsuperscript{99} The user had interfered in other phone conversations and disrupted phone service for other users on a party line,\textsuperscript{100} including with indecent language. Despite being warned, the user continued this behavior. The court observed:

A single patron by meddling and discourtesy might deprive his neighbors of the benefits of a convenient invention, and destroy the value of the property devoted to the public service. This power to regulate is essential in order to enable the defendant to perform such service, and is clearly to be implied from the nature of the enterprise. But it ought never to be arbitrarily exercised. Reasonable caution must be taken lest injustice be done. Some allowance is to be made for the infirmities of human nature . . . . So that, when rules to guide patrons have not been promulgated in advance, it is not unreasonable that any patron misusing his privileges be duly warned thereof by the telephone company, and given an opportunity to mend his ways, before being finally deprived of this most convenient means of business and social communication. Such was the course pursued by defendant . . . .\textsuperscript{101}

\textsuperscript{96} 18 U.S.C. § 1084(d) (2018). For a discussion of cases on this point, see 74 Am. Jur. 2d Telecomm. § 42.


\textsuperscript{98} See, e.g., Chesapeake & P. Tel. Co. v. Baltimore & Ohio Tel. Co., 7 A. 809 (1887). In that case, the court required a Maryland telephone company in partnership with telegraph operator Western Union to treat a telegraph company on similar footing: “The law requires [it] to be impartial, and to serve all alike.” \textit{Id.} at 811.

\textsuperscript{99} Huffman v. Marcy Mut. Tel. Co., 121 N.W. 1033, 1034 (Iowa 1909).

\textsuperscript{100} A party line was a shared phone line between multiple households. Use of the phone line did not preclude other households from picking up and hearing (or participating in) the conversation.

\textsuperscript{101} Huffman, 121 N.W. at 1034.
Because the company had reasonable prestated rules and had issued a warning to comply with them, it was justified in excluding the user—even from “this most convenient means of business and social communication.”

Harassing other users has remained a justification for discontinuing phone service. In a 1982 case from Minnesota, the Eighth Circuit upheld a telephone company’s termination of service without a notice or hearing. The subscriber repeatedly made “harassing,” “abusive and profane” calls and continued to do so after being formally warned by the phone company. The court upheld the termination, noting that the phone-company regulations prohibited the “use of foul or profane language” and “interfere[nce] with the service of other subscribers.” At the same time, the justifications to deplatform for illegal uses or harassing uses is not open-ended. Courts have found that companies cannot refuse or terminate service “merely because of the bad character of the” customer or because subscribers might use an otherwise lawful service for illegal purposes.

A fourth category of deplatforming in telecommunications involves obscenity and indecent behavior. In Sable v. FCC, the Supreme Court considered a total statutory ban on obscene and indecent telephone messages. Sable operated a “dial-a-porn” service, in which individuals could call dedicated phone lines and listen to pornographic audio recordings for a fee, proceeds of which were divided between the phone company, Pacific Bell, and Sable. In 1983, Congress criminalized the use of telephone services for obscene or indecent purposes to those under eighteen years old or nonconsenting adults, and delegated power to the FCC to promulgate regulations outlining how “dial-a-porn” providers could operate in compliance with the law. The FCC’s regulations were repeatedly

102. Id.
104. Id. at 224.
105. 86 C.J.S. Telecommunications § 99; see also Shillitani v. Valentine, 53 N.Y.S.2d 127, 131 (Sup. Ct. 1945) (“[A] telephone company may not refuse to furnish service and facilities because of mere suspicion or mere belief that they may be or are being used for an illegitimate end . . . nor because the character of the applicant is not above reproach, nor because such person is engaged in immoral or illegal pursuits, where they have no connection with the service applied for.”), modified on other grounds, 56 N.Y.S.2d 210 (App. Div.1945), aff’d, 71 N.E.2d 450 (N.Y. 1947).
107. The provision was Section 223(b) of the Communications Act of 1934, as amended in 1988, and then codified at 47 U.S.C. § 223(b) (2018).
108. Sable, 492 U.S. at 118.
stripped down by the Second Circuit, before Congress passed the more sweeping provision in 1988.\textsuperscript{109}

The Supreme Court upheld the ban on obscene telephone usage but not on indecent usage.\textsuperscript{110} It observed that “[s]exual expression which is indecent but not obscene is protected by the First Amendment.”\textsuperscript{111} Nonetheless, indecent material could still be regulated to advance a compelling government interest, including the protection of minors; the regulations must simply use the least restrictive means to do so.\textsuperscript{112} Congress’s total ban was not the least restrictive means for protecting minors. The Court was also attentive to differences in technologies, and it described how telephonic communications differed from broadcast communications.\textsuperscript{113} We will discuss deplatforming in broadcast communications in the next Section.

By the 1990s, the approach to regulating telephones moved away from deplatforming and toward monetary penalties. Congress now confronted the problem of unwanted automated calls (robocalls) and unsolicited facsimiles (junk faxes). Both could degrade telephone service and annoy or harass other users. At the time, robocalls would not hang up, even if the user had already hung up.\textsuperscript{114} In at least one instance, a robocall prevented a mother from dialing

\textsuperscript{109} The FCC initially restricted the hours of such service to nights and required a credit-card payment, but the Second Circuit concluded that was not narrowly tailored. It then required a credit card or ID code, but the Second Circuit said it had not adequately considered call-blocking technologies. It then rejected premises blocking and adopted a rule requiring a credit card, ID code, or message-scrambling device that would only be sold to adults. The Second Circuit upheld these regulations with respect to obscene speech, but not indecent speech. At that point, Congress banned all obscene and indecent telephone use for adults and children alike. See id. at 121-22 for a history of these regulations and cases.

\textsuperscript{110} Id. at 124.
\textsuperscript{111} Id. at 126.
\textsuperscript{112} Id.
\textsuperscript{113} Id. at 127-28. Interestingly, the distinction in earlier “dial-a-porn” cases could be interpreted to have been somewhat blurry. Under one such service, thousands of people could call and hear the same pornographic recording. This, one scholar has observed, looks more like a radio broadcast via telephone than a system of one-to-one communications. Jerome A. Barron, The Telco, the Common Carrier Model and the First Amendment—The “Dial-a-Porn” Precedent, 19 RUTGERS COMPUT. & TECH. L.J. 371, 388 (1993) (describing Carlin Commc’ns, Inc. v. Mountain States Tel. & Tel., 827 F.2d 1291, 1294 (9th Cir. 1987)). Barron and others have observed that questions of editorial versus business judgment, or of the status as a publisher or common carrier, emerged even with the telephone. Barron, supra, at 385-89; Angela J. Campbell, Publish or Carriage: Approaches to Analyzing the First Amendment Rights of Telephone Companies, 70 N.C. L. REV. 1071, 1075 (1992).
911 when her child needed emergency care.\textsuperscript{115} Robocalls also sometimes tied up hospital, fire, and police telephone lines.\textsuperscript{116} Rather than mandate terminations of service (as with illegal gambling), Congress now took a different approach. Under the Telephone Consumer Protection Act, Congress banned the use of robocall technologies without recipient consent and authorized the FCC to create exceptions to that policy.\textsuperscript{117} It also banned junk faxes, without providing an exception authority—though the FCC created exceptions anyway.\textsuperscript{118} While the law initially tamped down unwanted calls, the FCC’s exceptions reopened the door to abuse; over time, enforcement of these laws—primarily through class-action litigation for damages—has not been successful in curbing the harms.\textsuperscript{119}

3. Broadcast

Broadcast differs from other communications enterprises in that Congress chose not to designate broadcasters as common carriers under the Communications Act.\textsuperscript{120} But governments have pursued deplatforming policies in the broadcasting sector in two ways: content restrictions and licensing rules. The Supreme Court has long recognized that while merely offensive content cannot be banned under the First Amendment, obscene, indecent, and offensive content can be regulated.\textsuperscript{121}

Perhaps less well known is that during the middle of the twentieth century, the FCC could deny or determine not to renew broadcast licenses for a variety of reasons.\textsuperscript{122} It is possible to interpret the licensing regime itself as a form of deplatforming. In the early twentieth century, the ability to broadcast on the then-new technology of radio was unregulated. Conflicting broadcasts on the same

\textsuperscript{115} Id. at 148. The child lived. Id.
\textsuperscript{116} Id.
\textsuperscript{118} Id. at 357-58.
\textsuperscript{119} Id. at 377-78 (describing the failure of private litigation generally); see also Justin (Gus) Hurwitz, Telemarketing, Technology, and the Regulation of Private Speech: First Amendment Lessons from the FCC’s TCPA Rules, 84 Brook. L. Rev. 1, 3 (2018) (noting that “the TCPA has not eliminated the scourge of unwanted telephone calls”).
\textsuperscript{122} Licenses are required under Section 301 of the Communications Act, as codified in 47 U.S.C. § 301 (2018).
frequency disrupted service, including for military uses.\textsuperscript{123} The licensing regime created by the Radio Act of 1927 thus deplatformed actual and potential radio broadcasters by limiting broadcasting to those with a certificate of public convenience and necessity.\textsuperscript{124}

Within the licensing regime, there were many justifications for exclusion. First, until the late 2010s, licenses were denied to foreigners under a long-standing ban on foreign ownership, designed partly to prevent interference with national-security operations or foreign propaganda over U.S. communications networks.\textsuperscript{125} Restrictions on foreign ownership, control, or influence were also common across many other NPUs.\textsuperscript{126} Second, the FCC could deplatform a broadcaster by denying a renewal of its license for practical reasons: making misrepresentations to FCC; failing to stay on its assigned frequency and thereby potentially disrupting other broadcasters; and engaging in fraudulent billing practices.\textsuperscript{127} Third, after the civil-rights revolution,\textsuperscript{128} the FCC denied license renewals based on racially discriminatory practices in the 1970s.\textsuperscript{129} Finally, the FCC could, in some situations, deny licenses or renewals based on the content of broadcasts. The FCC denied license renewals in cases in which a radio announcer was vulgar and offensive\textsuperscript{130} and a college radio was insufficiently
supervised and broadcast indecent speech. \footnote{Trs. of the Univ. of Pa. Radio Station WXPN (FM), 69 F.C.C.2d 1394, 1429-30 (1978).} Congress also intended the FCC to revoke licenses for violations of the ban on broadcasting illegal lottery information. \footnote{Comment, \textit{Administrative Enforcement of the Lottery Broadcast Provision}, 58 YALE L.J. 1093, 1102-07 (1949).}

C. Transportation

Transportation law covers a wide range of businesses—railroads, motor carriers, ocean shipping, airlines, in addition to local services from stagecoaches in the nineteenth century to mass transit in the twenty-first century. From the 1880s until its demise a century later, the Interstate Commerce Commission (ICC) regulated many common carriers in transportation. This Section first considers exceptions to the duty to serve for railroads and other surface-transportation carriers under the ICC regime in the late nineteenth and early twentieth century. It then moves to the present day and outlines some of the ways in which airlines can refuse to serve passengers.

1. Railroads and Other Common Carriers

In transportation law, common carriers have long been subject to a duty to serve. The Interstate Commerce Act of 1887 (ICA) imposed a variety of nondiscrimination duties on railroads and other common carriers, including banning “undue or unreasonable” preferences and requiring interconnection between lines. \footnote{Act of Feb. 4, 1887, ch. 104, § 3, 24 Stat. 379.} The Act was strengthened significantly by the 1906 Hepburn Act, \footnote{Act of June 29, 1906, ch. 3591, 34 Stat. 584. It was also strengthened by the Elkins Act of 1903. Ch. 708, 32 Stat. 847.} and amended multiple times thereafter. In its heyday, the ICA required common carriers to “provide and furnish transportation upon reasonable request therefor, and to establish reasonable through routes with other such carriers.” \footnote{For an annotated version of the ICA, including references to each portion amended, see RICKS, SITARAMAN, WELTON & MENAND, supra note 25, at ch. 10, app. A. This provision was added in the Transportation Act of 1920.} As the invocation of “reasonableness” suggests, these duties to serve were never absolute. Railroads and other common carriers were nonetheless allowed to exclude items or individuals for a variety of reasons. In his treatise on public-service corporations, Bruce Wyman offered a remarkably comprehensive account
of the justifications for common carriers’ refusals of service. Wyman’s primary categories included illegal behavior, protection of the service itself, and of other users of the service. Illegality meant that carriers could refuse to transport a particular good or person. Carriers, therefore, could not transport liquor, game, or fish, where local laws make its transportation illegal. They also could refuse to transport individuals out of a quarantine zone.

Protection of both the service and its users was designed to ensure not only public and personal safety but also the continued quality of the service. Thus, in the late nineteenth and early twentieth centuries, carriers were allowed to refuse to transport hazardous goods like explosives. Carriers also did not have to take persons carrying dangerous items, like bayonets, “cumbrous parcels,” or animals. Individuals who were themselves dangerous could also be excluded. “[A] railroad,” Wyman observed, “is not bound to receive on its cars or to permit to remain upon its cars one going upon a train or staying upon it to assault a passenger, commit larceny or robbery, or perpetrating any other crime.” In one case, a railroad ejected a passenger who pulled a knife. The Kentucky court approved, noting that the railroad needs to ensure the protection and safe travel of its employees and passengers. Danger also extended to those with contagious diseases, the intoxicated, and profane passengers, though they generally could not be excluded if they were no longer sick, drunk, or behaving badly. Importantly, exclusions of individuals from transportation services applied not only to ejecting them from the service but also to preemptively refusing service.

Indeed, courts have even found that common carriers have a duty to refuse service to those who might injure or harm others. In Holton v. Boston Elevated Railway Co., for example, the Massachusetts Supreme Judicial Court addressed a situation in which an excessively drunk passenger on a streetcar pushed another passenger, resulting in her broken leg. The streetcar operator knew the passenger was intoxicated, and the injured woman argued that the operator had
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137. *Id.* at chs. 17, 18.
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144. *Id.* at 510-14, 521-22.
145. *Id.* at 514, 522.
146. 21 N.E.2d 251 (Mass. 1939).
therefore behaved negligently in not refusing service to the drunk passenger. The court observed that the rule “that a common carrier is bound to accept anybody and everybody who presents himself for transportation and pays the regular fare, has its limitations.”

Because common carriers owe duties to passengers, including of safe transportation, they have an “obligation to refuse to accept as a passenger” one who might injure others, certainly including someone “who manifested a boisterous and belligerent attitude and threatened to assault persons within his reach.” The court concluded that it was a question of fact for a jury to determine whether the drunk passenger exhibited such behavior that the streetcar driver was negligent in not refusing him service.

2. Airlines

Moving from surface transportation in the past to air travel in the present, there are a range of ways in which airlines refuse service to passengers. Federal law mandates that airlines refuse to transport individuals who do not consent to be searched for dangerous weapons and other substances. Federal law also grants discretion to airlines to deny service to individuals whom the airline decides are or might be a danger to safety. Under this “permissive removal” authority, pilots have considerable power to remove passengers, including if a passenger seems nervous or disruptive; pilots do not have to conduct an investigation prior to removal.

In addition to being denied a single trip on a flight, individuals can also be banned altogether from flying. Airlines each have their own no-fly lists in which they have barred certain passengers from ever traveling on the airline again, usually because they are a danger to safety onboard or because they have refused to

---

147. Id. at 253.
148. Id.
149. Id. at 253-54.
151. Id. § 44902(b) (“Subject to regulations of the Administrator of the Transportation Security Administration, an air carrier, intrastate air carrier, or foreign air carrier may refuse to transport a passenger or property the carrier decides is, or might be, inimical to safety.”).
152. Cordero v. Cia Mexicana De Aviacion, S.A., 681 F.2d 669, 672 (9th Cir. 1982) (“The reasonableness of the carrier’s opinion, therefore, is to be tested on the information available to the airline at the moment a decision is required. There is correspondingly no duty to conduct an in-depth investigation . . .”); Patrick J. McDonald, Cerquiera v. American Airlines: What Are the Appropriate Limits of an Air Carrier’s Permissive Removal Power?, 20 GEO. MASON U. C.R. L.J. 111, 115 & n.21 (2009) (describing cases of airlines’ excluding certain customers).
follow the instructions of a crew member. With increasing numbers of unruly passengers since the COVID-19 pandemic, major carriers have even called for the creation of a unified no-fly list; individuals on this list would be banned from every carrier. A unified no-fly list would cover a wider set of individuals than the current federal no-fly list. That list, developed after the September 11 attacks, restricts some 64,000 people from travel on any airplane in U.S. airspace. This list is itself a subset of a broader list, the Terrorist Screening Database, which includes about 800,000 people. Inclusion on the list is based on an investigation including multiple factors, although the government is not permitted to include race, political views, or speech. It is hard to tell whether those factors are considered implicitly because citizens on the federal government’s lists have limited due-process rights: they do not get advance notice of listing and are not always told of the reasons for listing. They do, however, have an opportunity to offer information to attempt to reverse their exclusion.

Luggage and cargo can also be excluded from air transportation. As with individuals, airlines must remove property if owners do not allow it to be searched. As a general matter, hazardous and dangerous materials are also prohibited on airlines. A separate regulatory regime governs their transportation.

The purposes behind these denials of service largely fall into three categories: safety of other passengers, safety and smoothness of the service, and safety of the general public and nation. Individuals who are dangerous or disruptive


158. Id.

159. Id.


161. 49 C.F.R. §§ 175.1, 175.3 (2022) (prohibiting hazardous materials not in line with the regulation); id. § 175.10 (2022) (listing exceptions); see also id. § 1540.111 (2022) (prohibiting weapons and listing exceptions).

might injure other passengers directly or reduce the quality of service more generally. And with the possibility of airplane hijackings, particularly after September 11, the general nonflying public is also at risk if planes are turned into weapons themselves.

D. Energy

In the energy sector, deplatforming rules occur both at the retail level and in the transmission of electricity and fossil fuels. At the retail level, the most obvious form of deplatforming is shutting off power or other utilities due to nonpayment. Importantly, gas, electricity, and water are “essential” services. Failure to have access to these services could have grave consequences. For example, shutting off electric or gas heat during a cold winter could lead to freezing to death. Utilities have long provided notice of a pending shutoff,163 and the Supreme Court found in the 1970s that due process requires at least notice and a chance to object.164 In some states, the law is even more protective of individuals’ access to utility services. In Massachusetts, for example, utilities cannot shut off services needed to heat residential homes between November 15 and March 15 of each year.165 During the rest of the year, shutoffs are permissible—but not without protections. If a resident is seriously ill, has an infant less than one year old, or if all adults are above sixty-five and have a minor in the home, then the Department of Public Utilities must approve of the shutdown if the resident is also financially insecure.166

Power shutoffs have also been used to target illegal behavior, particularly illegal behavior that requires significant electricity. The City of Los Angeles, for example, has authorized its Department of Water and Power to halt service to

---

164. See O’Connell, supra note 91, at 106 (citing Memphis Light, Gas & Water Div. v. Craft, 436 U.S. 1 (1978)).
166. Off. of the Att’y Gen., supra note 165; Harak et al., supra note 165, at 10-18, 21-25.
illegal-marijuana cultivators and dispensaries.\textsuperscript{167} Other cities, like Pasadena and Anaheim, have done the same.\textsuperscript{168}

Since the middle of the nineteenth century, utilities have also been allowed to restrict service if a user refuses to comply with the utility’s reasonable terms and conditions of service—even in cases where the utility had a complete monopoly. In an 1858 case, for example, a user seeking gas service for lighting his shop refused to agree to the local-monopoly gas company’s terms and conditions of service.\textsuperscript{169} The Supreme Court of Wisconsin announced that the company “ha[s] a right to make all such needful rules and regulations for their own and the convenience and security of the public, as are reasonable and just, and to exact a promise of conformity thereto.”\textsuperscript{170} But the court also observed that any such terms and conditions “must be reasonable, just, lawful, not capricious, arbitrary, oppressive, or unreasonable,” and then proceeded to evaluate the particular terms that the gas company imposed.\textsuperscript{171}

At the transmission level, the scope of deplatforming emerges in electricity “wheeling” requirements. In \textit{Otter Tail Power Co. v. United States},\textsuperscript{172} a number of Midwestern municipalities set up their own utilities. Otter Tail refused to sell electricity wholesale to them, even though it had previously offered them retail service. It also refused to “wheel” power to the cities—that is, to transmit electricity the cities procured from elsewhere across Otter Tail’s electric lines. The Supreme Court found that the Federal Power Act did not protect the cities because the statute did not create a common-carrier system in electricity transmission.\textsuperscript{173} But the statute also did not bar application of the antitrust laws, and the Court found that the actions were anticompetitive and violated the antitrust laws.\textsuperscript{174} Importantly, the \textit{Otter Tail} Court observed that the obligation to wheel power was not “impervious.”\textsuperscript{175} If wheeling would “erode [Otter Tail’s] integrated system and threaten its capacity to serve adequately the public,” that would be grounds for a refusal to wheel.\textsuperscript{176} After \textit{Otter Tail}, Congress stepped in

\begin{itemize}
\item[\textsuperscript{168}.] \textit{Id.}
\item[\textsuperscript{169}.] Shepard v. Milwaukee Gas Light Co., 6 Wis. 539 (1858).
\item[\textsuperscript{170}.] \textit{Id.} at 548.
\item[\textsuperscript{171}.] \textit{Id.}
\item[\textsuperscript{172}.] 410 U.S. 366 (1973).
\item[\textsuperscript{173}.] \textit{Id.} at 373-74.
\item[\textsuperscript{174}.] \textit{Id.} at 377-79.
\item[\textsuperscript{175}.] \textit{Id.} at 381.
\item[\textsuperscript{176}.] \textit{Id.}
\end{itemize}

Rules around when exclusions are permissible also exist in the transportation of fossil fuels. Under current Texas state law, for example, petroleum producers can sell to “common purchaser[s]” and common carriers for transportation and sale.\footnote{180}{Tex. Nat. Res. Code Ann. § 111.087(a) (West 2023).} Common purchasers and carriers that own their own production facilities are not allowed to discriminate against other producers. But this nondiscrimination rule has an exception: it applies only to gas of “a similar kind or quality.”\footnote{181}{Id. For a discussion, see A. Scott Anderson, The Texas Approach to Gas Proration and Ratable Take, 57 U. COLO. L. REV. 199, 213-14 (1986).} The reason for the exception goes back to service quality and degradation. Because gas can be commingled in pipelines, it is important for gas entering the pipelines to be similar. But even this justification may depend on the circumstances. In a 1922 case, for example, the ICC confronted the question of whether a pipeline’s minimum-tender rule—a requirement that producers have a minimum amount of oil in order to use the pipeline—was a violation of its common-carrier duties.\footnote{182}{Brundred Bros. v. Prairie Pipe Line Co., 68 I.C.C. 458 (1922).} One justification the pipeline offered was that smaller batches of oil would mean more mixing and contamination between different types and grades of oil.\footnote{183}{Id. at 464.} The ICC observed that if there were reasonable changes to the pipeline’s operations that could accommodate these differences, the pipeline could be obligated to make those changes so that it could fulfill its common-carrier duties.\footnote{184}{Id.}
E. Banking and Payments

Participation in the modern economy requires access to bank accounts to hold money and payment systems to make transactions. Banks and payment networks thus serve utility-like or infrastructural roles. And yet, as in other areas, individuals and services can be deplatformed from banking and payment systems.

The most straightforward deplatforming practice is based on national security. Economic sanctions are a form of preventing transactions with individuals, charities, businesses, and even entire countries. Under the International Emergency Economic Powers Act, the president can restrict or prohibit transactions with foreign persons or entities after the declaration of a national emergency. The Office of Foreign Asset Control within the Treasury Department identifies individuals or entities, and lists them on the Specially Designated Nationals and Blocked Persons List. U.S. entities are then not allowed to transact with them. Another list, the Consolidated Sanctions List, includes individuals or entities for whom only certain transactions are blocked. The key to this system is that financial institutions, “the primary gatekeepers to international commerce and capital,” can freeze assets or prevent their transfer. Banks, therefore, play a critical role in the sanctions regime—and one that effectively involves deplatforming users or specific transactions.

Banks in the United States also refuse to serve individuals, despite the significant consequence this might have for individuals’ ability to participate in the national economy. When attempting to get a bank account, banks usually screen applicants through consumer-reporting agencies such as ChexSystems and Early Warning Services, which collect checking- and savings-account information
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185. For arguments in this vein, see, for example, Ricks, supra note 24, at 758-72; and White, supra note 24.
189. Id.
190. Id.
including bounced checks and unpaid or late-paid overdraft fees. According to some reports, a single instance that is flagged can be enough for banks to blacklist a person from opening an account for five years. Scholars, policy experts, and government officials have observed a number of problems with the system. Some banks do not have adequate reporting procedures and fail to provide customers who dispute inaccurate information with the results of their investigations. Banks may use the screening mechanism as a way to exclude individuals who are unlikely to earn them a profit, rather than those who are high risk. Account exclusion disproportionately affects Black customers, and some have suggested that these reports might offer a pretext for racial discrimination in which minorities are excluded from accounts while white individuals are not. At the reporting agencies, information about an individual’s record (including whether they have one) is opaque, and “it is nearly impossible for a consumer to resolve a ChexSystems record” issue. Some customers have reported that they were not notified in advance that their accounts were being closed and later discovered that the account problems were not their fault.
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short, criticisms include accuracy, consistency, transparency, and dispute resolution.  

Individuals can also be excluded from payment systems. Payment networks enable customers and merchants to make monetary transactions. The two primary credit-card networks are Visa and MasterCard. Card networks include three services: issuer banks, which issue credit cards to consumers; acquirer banks, which offer services to merchants; and payment processing, which provides authorization, clearing, and settlement (ACS) services between issuers and acquirers. Payment networks make money by charging fees for usage. Importantly, payment systems benefit from network effects: the more customers and merchants on a single network, the more valuable it is for both buyers and sellers.

Payment networks can also deplatform users. In 2020, Visa, MasterCard, and Discover deplatformed Pornhub, a website featuring pornographic videos, after reports that the website included child-abuse material. A few months later, in April 2021, MasterCard announced new rules regarding payments for adult content. MasterCard observed that it had long prohibited merchants from using its network “to engage in unlawful activity,” and that it was now applying that rule more aggressively to illegal adult content. In particular, acquirer banks will need to ensure that merchants have “controls in place to monitor, block and, where necessary, take down all illegal content,” in addition to verifying the age and identity of those depicted in adult content and instituting a content-review process.

---
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process, a complaint-review process, and an appeals process. Later that year, in August, the website OnlyFans, which serves as a platform for pornography, among other things, announced it would ban pornography on its site due to “requests of our banking partners and payout providers,” before reversing course a week later.

The history of deplatforming is surprisingly rich and broad. In all the primary NPU sectors, questions have arisen about when individuals or behaviors could be excluded from provision of an otherwise critical service. As we have seen, the law has grappled with balancing the duty to serve and the right—or even duty—to exclude. While these practices differed from sector to sector, there are noticeable patterns. The next Part revisits the tradition of reasonable deplatforming from a theoretical perspective.

II. THE THEORY OF REASONABLE DEPLATFORMING

The history of deplatforming shows that deplatforming is an endemic issue in network, platform, and utility (NPU) sectors. Enterprises in these sectors may be public services or private businesses with a duty to serve. In spite of this duty, enterprises across these sectors—common carriers and innkeepers, telecommunications, transportation, energy, and banking—have been permitted, and at times required, to deplatform entities and conduct. The central debate, therefore, should not be about whether deplatforming is legitimate in a general sense. It should be about the contours of deplatforming: who decides and what the rules are.

This Part uses the history in Part I to outline a theory of reasonable deplatforming. The theoretical framework here outlines a number of foundational issues, key questions, and tradeoffs with which any deplatforming regime will have to engage. This framework can thus act as a guide for those seeking to design a deplatforming regime.

207. Id.; see also AN 5196 Revised Standards for New Specialty Merchant Registration Requirements for Adult Content Merchants, MASTERCARD (Apr. 13, 2021), https://segpay.com/MC_RevisedStandardsForNewSpecialtyMerchantRegistrationRequirementsForAdultContentMerchants.pdf [https://perma.cc/4W4C-554F] (providing additional guidance to customers about the new rules).

A. Foundational Issues

1. Who Deplatforms?

One of the central questions of deplatforming is who is responsible for deplatforming. In the common-law era, private platforms excluded individuals or behaviors from service, and the rules on which exclusions were permissible developed on a case-by-case basis via judicial decision. Over time, however, the private law of deplatforming shifted, in effect, from property and tort to contract. Private platforms increasingly established policies, regulations, or terms of service, and conditioned usage on compliance. As we have seen, for example, a railroad depot, telegraph service Western Union, and telephone operator AT&T deplatformed users for violations of terms of service—actions that courts upheld.209

In addition, public law can require or permit deplatforming for specified reasons. Federal laws on using common-carrier communications services for illegal bookmaking and on excluding dangerous individuals and items from airline service are examples.210 In those instances, the public itself has determined that exclusion from the platform is desirable. Public forms of deplatforming differ from private deplatforming in that they implicate various constitutional prohibitions. For example, federal laws in the postal context were challenged regularly in the twentieth century as violating free-speech and due-process rights under the First and Fifth Amendments.211

Despite possible constitutional limitations, one of the reasons for a public regulatory regime was a worry about private deplatforming—a concern that a private corporation would have too much power over an important infrastructural service. In the broadcasting context, this was one of the motivations for the regime set up by the 1927 Radio Act. In the midst of a mass-communications revolution, policymakers feared that broadcasters would use their power to censor viewpoints. They therefore established a system with (a) a public interest standard for licenses that over time led to the fairness doctrine and (b) a prohibition on government censorship.212 The two rules would prevent private and public censorship, respectively.

Public regulation might be more important in specific situations. First, in some cases, private enterprises have a profit motive to retain or even encourage harmful conduct. Take an example from the tech-platform context: if content
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211. See supra Section I.A.
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inciting violence or genocide is more likely to go viral and therefore to earn the platform a higher profit, the platform may be unlikely to moderate that content. Liability or regulation may be more desirable in such cases. Second, there is a critical question of who deplatforms within the private platform. There may be a big difference between a CEO making individual deplatforming decisions and a (legal or operational) department that follows publicly stated guidelines. The societal concern with the power to deplatform should shape the institutional design of both public and private regimes.

Within the category of public deplatforming, there are questions of institutional choice and competence. Deplatforming rules can be set ex post, as with common-law actions through the courts, or ex ante by legislatures and regulators. Legislation and regulation can take place at the state or federal levels. There is a standard set of tradeoffs between the common law and regulation: retrospective versus prospective, reactive versus proactive, uncertainty in the rule, institutional competence and expertise, political accountability, participation of interested parties, and collective-action problems. 213 Similarly, as between legislatures and regulators, there are standard tradeoffs, most notably political accountability versus expertise. And finally, the debate over state versus federal regulation centers on the need for interstate problem-solving and the benefits of uniformity versus those of decentralization. Notably, the history of NPU law is one that—until deregulation—showed a steady shift from the common law toward state regulation to federal legislation and, ultimately, federal-agency regulation. 214 The primary reason for these shifts were the need for uniform, stable rules; the need to govern interstate activity; and the comparative expertise of agency administrators over legislators and judges. 215 Still, there may be benefits to a common-law approach, particularly in light of a polarized and gridlocked Congress.

2. What is Deplatformed?

Another important distinction is who or what exactly is deplatformed. Historically, both conduct and entities have been deplatformed. A conduct ban restricts a certain behavior or activity that is transient. Thus, the drunk traveler can be turned away from an inn or from train service, but only when he is drunk. It is the drunkenness, not the traveler, that is deplatformed. An entity ban excludes

215. See id. at 32, 44-45.
an object, individual, or business altogether from the service—regardless of its conduct. For example, a known thief can be excluded, even if not in the midst of stealing; explosives can be excluded from transportation even if they are unlikely to go off; and an illegal-marijuana cultivator can be denied electricity even if the proprietor also uses electricity to power a television. The identity of the entity is the object of deplatforming. Importantly, the two types of deplatforming are not completely separate. A pattern of banned conduct can lead to an entity being deplatformed entirely. As we will see below, the distinction between a specific conduct ban, a pattern of conduct, and an entity ban is important both for the timing of a ban and for evidentiary purposes. With respect to entities, it is worth noting that users can themselves be businesses that might be in competition with the platform itself. We will discuss anticompetitive deplatforming below.

3. Why is the Service Important?

Deplatforming excludes users from important services. How and why these services are important differs, and rules about deplatforming have differed based on the nature of the service. There have long been debates over the scope of what businesses have special duties in the marketplace. Historically, the focus was on firms that held themselves out as open to the public. Among other things, scholars have also suggested that the appropriate focus is firms that are natural monopolies, virtual or functional monopolies, and those that benefitted from eminent domain.

Rather than engage in an abstract debate about platform regulation generally, three categories emerge from the history of deplatforming, which each raise distinctive issues for that practice. First are “essential” services, in a relatively strict sense of the word. Shutting off electricity, when it is used for heat, could literally result in people freezing to death in the winter. As a result, some states outright prohibit the termination of such services in the winter. As important
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as communications or transportation services might be, they are unlikely to lead to death, and, therefore, are not subject to these extreme limitations on deplatforming.

Second are free-speech institutions.²²¹ Platforms in the communications sector—the postal system, telegraph, telephone, broadcast—differ from other platforms in that they implicate civic, democratic, and free-speech values. The postal system, for example, was understood at the time of the Founding not simply as a mode of communication and commerce, but as a civic system that would enable democracy and stitch together an expansive nation.²²² As Tim Wu notes, the common-carrier tradition for communications platforms is part of a free-speech tradition that differs from the First Amendment tradition and is concerned partly with fears of private censorship and corporate power.²²³ Deplatforming from these services raises different issues—not ones of life and death, but of both liberal (fears of government power) and republican (fears of private domination) values. As we have seen, access to platforms that implicate these values can still be limited to some degree.

A third category are commercial services, such as transportation and banking. These services are critical for participation in modern commerce, but they are less likely to directly implicate existential or constitutional values. Restrictions on deplatforming in these areas have been, therefore, more expansive because the countervailing interest in access is not as strong as with some other services. Notably, platforms have regularly been prohibited from deplatforming or self-preferencing their own vertically integrated businesses.²²⁴ Courts and legislatures have adopted a more expansive duty to serve because fair access to infrastructure enables and expands commerce.²²⁵

---


²²⁴ For a comprehensive account of these “neutrality mandates,” see generally Morgan Ricks, *Neutrality Mandates* (unpublished manuscript) (on file with the author).
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4. Are Platforms Liable?

Another issue is whether private platforms are responsible for the wellbeing of their users as well as their goods. From the time of the common law, platforms had a duty to protect their users and their users’ goods. A user could sue a platform for injuries caused by another user. These rules persisted into the twentieth century: if a platform negligently allowed a user on its service, it could be held liable for injuries caused to another. Liability rules incentivize platforms not only to deplatform users who have harmed or might harm others but also to develop ex ante rules about impermissible conduct in order to prevent harmful behavior from taking place.

Whether platforms are liable for harms also raises the question of whether platforms have an affirmative duty to deplatform. As we have seen, in at least some situations, courts have found that a platform could be held negligent in its duty of care to provide safe service because it did not refuse service to an individual who was likely to injure other passengers. Ex post liability in this situation created a duty to deplatform, because it was reasonably foreseeable that allowing the violent individual onto the platform would cause harm.

5. When to Deplatform?

When does deplatforming take place? The most conventional answer is during or after a prohibited behavior. We can call this reactive deplatforming. When a person is caught in the midst of prohibited conduct, the person or behavior can be stopped during the conduct and removed from the platform. If the conduct has concluded, the person can also be deplatformed or the content removed after the fact. Reactive deplatforming has the benefit of evidence of wrongdoing—the person is (or has), or at least arguably is (or has), engaged in the prohibited behavior. Thus, a belligerent drunk can be kicked out of an inn or streetcar; a person can have their telegraph service terminated upon notification by law enforcement of illegal behavior; an unruly airline passenger can be removed from a flight; and an illegal-marijuana cultivator can have their power shut off.

---
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But deplatforming can also occur before a prohibited behavior takes place in either a preemptive or preventive fashion. **Preemptive deplatforming** involves excluding people before they engage in prohibited behavior. Preemptive deplatforming appears in two contexts. First are people who have exhibited a pattern or practice of the prohibited behavior, such that it is reasonably foreseeable that they will engage in the prohibited behavior in the future. Under the common law, the innkeeper could thus exclude completely a person who had engaged in “frequent altercations” and did not need to wait until a new altercation before kicking the brawler out of the inn. Similarly, a telephone party line user who repeatedly interferes with phone service can have his service terminated.\(^\text{230}\) Radio stations could have license renewals denied for repeated vulgar broadcasts.\(^\text{231}\) More controversially, banks exclude potential customers for past overdrafts.\(^\text{232}\) This pattern or practice could even harden into a reputation for an individual that permits preemptive deplatforming. As Justice Story observed, there was no duty to serve the known thief.\(^\text{233}\) The second type of preemptive deplatforming is when there is a suspicion of future prohibited behavior. Airlines thus have “permissive removal” authority to deplane passengers even before they engage in prohibited behavior, if they appear as if they might disrupt the flight or injure other passengers.\(^\text{234}\) An intoxicated person talking about violence against others can also be excluded from a streetcar, even before taking a violent action — merely because it is reasonably foreseeable that the drunk might become belligerent.\(^\text{235}\)

**Preventive deplatforming**, in contrast, involves establishing a set of prophylactic conditions for use of the service that seek to prevent prohibited behavior from occurring — but doing so has the consequence of deplatforming those who do not meet the conditions. Traditionally, this meant terms of service. The common-law rules on deplatforming provided de facto terms of service for common carriers and innkeepers, but businesses — like the railroad depot or telegraph company — also developed their own terms of service. In modern times, preventive deplatforming can be as simple as the rule that a person must be searched before flying on a plane.\(^\text{236}\) Those refusing to be searched for whatever reason fail to meet the conditions of service and are deplatformed. But they can also be more expansive, as with Mastercard’s corporate policy for providers of adult online content. Mastercard effectively requires adult-content providers to develop an
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internal administrative and regulatory system that ensures (or at least takes substantial steps toward ensuring) that they are not engaging in illegal behavior. Compliance with corporate policy gives Mastercard confidence that adult-content providers are not using the platforms for illegal activities—and without Mastercard having to monitor individual transactions.

6. When to Replatform?

If entities or content are deplatformed, can they be replatformed and, if so, under what conditions? As we have seen in a number of situations, institutions have made it exceedingly difficult, if not impossible, for individuals who have been banned—from banking, through ChexSystems, or from flying on the terrorist watch list—to regain access. Replatforming criteria and processes are particularly important when deplatforming occurs due to a mistake. In both the banking and flight contexts, for example, permanent bans could take place because of inaccurate evidence or confusion about a person’s identity. Yet, in both contexts, as we have seen, the process for contesting and correcting an incorrect decision to deplatform is extremely difficult. The consequences of permanent deplatforming matter. In some cases, like the banking context, permanent exclusion is particularly severe because it has secondary effects. Not having a bank account, for example, makes a simple thing like paying a bill difficult, as it involves an in-person trip to a check cashier to convert a paycheck into dollars for a fee and then additional fees to get a money order to pay the bill.237

Even if deplatforming is not based on a mistake, the process and criteria for replatforming also matter. At a high level of generality, there are three approaches worth further analysis. First is automatic replatforming, which occurs when deplatforming is time limited. On this approach, replatforming is an entitlement that occurs after the exclusion period. For example, Meta has adopted such an approach, restricting accounts from public figures who incite or celebrate violence from one month to two years.238

Second is replatforming after rehabilitation. Here, the deplatforming entity requires some amount of process (such as education or training) or a substantive


test to make it more likely that the deplatformed entity is not reengaging in the behavior that caused the deplatforming in the first place. Consider the case of a violent drunkard on a ferry or carriage. Such a person could be deplatformed while drunk, but then replatformed when sober. Drunkenness may be an easy case because it passes with time. More difficult cases emerge when a person is deplatformed for a behavior that could occur at any point like theft, and the platform needs to assess whether they will engage in such behavior again.

A third approach, which could be combined with either of the first two, is conditional or controlled replatforming. Here, the replatformed entity regains access to the platform but with additional guardrails such as limited access or heightened monitoring. Meta, for example, may require that a group administrator approve individual posts when a group’s posts repeatedly violate Meta’s policies.239

Note that the nature of the violation is critical to thinking about replatforming decisions. Extreme violations (such as blowing up the railroad) might warrant permanent bans with no opportunity for replatforming. Minor, comparatively insignificant violations might lead to temporary bans and automatic replatforming—or even just a notice and warning. A pattern or practice of impermissible behavior might suggest rehabilitation and conditional access.

B. Why Deplatform?

Across the history of deplatforming in NPUs, there are a number of justifications for the practice that are recurring. These justifications can be placed into three categories: (1) service provision issues, including a failure to pay for the service, capacity constraints and congestion, and degradation of service quality; (2) harms, including injury to other users, and injury to society and national security; and (3) social regulation, including public-morality issues. This last category is the most controversial and also explains how the duty to serve coexisted with racial discrimination and Jim Crow. Finally, there are also a number of impermissible reasons for deplatforming that are recurring. This last category reaffirms the importance of the foundational duty to serve.

1. Service Provision

One set of common reasons to deplatform is related to the provision of the service itself: the failure to pay for the service, capacity and congestion on the service, and service quality degradation.

a. Failure to Pay

Failure to pay the required fees for a service has consistently been considered a legitimate reason to deplatform individuals—either by preventing them from using the service in the first place or by terminating their access to the service. The reasoning behind this justification is straightforward. The service provider needs funds in order to operate, and, if user fees generate those funds, the failure to pay makes service provision difficult if not impossible. But the failure to pay is not an absolute justification for deplatforming for two reasons. First, as we have seen, some jurisdictions place limits on termination of essential services like electricity even for the failure to pay.  

Second, in most NPU sectors for much of history, platform rates were regulated. Under the common law, common carriers had to charge just and reasonable prices. Over time, states and the federal government shifted from a litigation-based approach to policing prices to an administrative approach in which the government would ensure that carriers adhere to their posted prices or government would set prices themselves. Part of the reason for rate regulation is itself tied to the problem of private deplatforming. A platform seeking to exclude a user need not ban them from the service. It could instead simply charge an exorbitant fee for the service. Any user that cannot pay the outrageous charge would then be excluded. If a platform could charge differential prices, its ability to pick and choose which users to serve would be effectively the same as if it was arbitrarily denying service. Neutrality mandates, or nondiscrimination rules, therefore included both open access and just and reasonable rate requirements. The latter emerged in the common law first as a prohibition on upward deviations from the conventional price, and then to encompass both upward and downward deviations from the conventional price. Requirements to charge posted prices followed and, later, so did cost-of-service ratemaking.

b. Capacity and Congestion

Another common justification for a refusal to serve all comers is a lack of capacity. An innkeeper did not need to serve a traveler if the inn was already full,
and a common carrier did not need to serve a traveler if it no longer had seats available.\textsuperscript{246} Some infrastructural services also suffer from possible congestion problems. For example, airports are allowed to charge different prices (congestion pricing) at different times of day for airlines that seek to land at the airport.\textsuperscript{247} Runway, gate, and staff scarcity means that not every plane can use the airport terminal at the same time. This differentiated treatment has survived judicial review in spite of nondiscrimination regulations,\textsuperscript{248} even though airlines might not be able to land planes at their preferred times.

Scarcity has also been one of the justifications for ex ante restrictions. Although the primary concern of the 1927 Radio Act appears to have been the “chaos” in the sector—including instability and service interference due to “pirate” radio stations moving frequencies\textsuperscript{249}—a commonly accepted justification for the Radio Act’s licensing regime is the scarcity of spectrum.\textsuperscript{250} Limited availability of spectrum requires some rule to determine who gets to use the spectrum. The federal licensing regime, which necessarily excludes some who might want to have a radio station, has been justified by the need to allocate the limited resource.\textsuperscript{251}

c. Service-Quality Degradation

Disruption or degradation of the service has also been a common justification for deplatforming users. As we have seen, telephone companies have terminated service to users who were disrupting the service for others,\textsuperscript{252} pipelines can exclude inferior-grade oil if it will degrade overall quality,\textsuperscript{253} and passengers can be removed from transportation services if they might disrupt the service.\textsuperscript{254} The reasoning behind service degradation as a justification for exclusion is simple. Platforms seek to provide a consistent quality of service. If a user’s actions will
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prevent service provision altogether or degrade the quality of service, then the infrastructure is less useful to everyone, and the dynamic effect of degraded service quality is a weaker commercial marketplace or civic service.

There will, of course, be line-drawing questions about what constitutes service-quality degradation and what does not. For example, in the famous *Hush-A-Phone* and *Carterphone* cases, the FCC confronted whether AT&T’s disconnecting service from users for attaching hardware elements onto telephones was permissible. AT&T’s reasoning was that exclusion was necessary to maintain the integrity of the network. The D.C. Circuit found that network integrity was not at issue in *Hush-A-Phone*, and the FCC came to the same conclusion in *Carterphone* years later. Similarly, in issuing its policy on net neutrality, the FCC recognized that the requirement that broadband providers not block, throttle, prioritize based on payment, or treat edge providers and consumers in a discriminatory fashion, had to include an exception for “reasonable network management,” though the exact lines would, of course, have to be determined.

2. Harms

A second set of justifications for deplatforming are about harms or injuries, both to other users of the platforms or to society and national security more broadly. Harm- or injury-based justifications recognize that platforms are well-positioned to prevent harms to others.

a. Injury to Other Users

Individuals can be deplatformed if they are injuring or might injure other users. The common law and transportation law allow for excluding individuals who are themselves dangerous because they are drunk, thieves, or terrorists. Communications platforms like telephones have excluded people using them to harass or threaten others.

Deplatforming to protect other users of the service has multiple justifications. First is a straightforward consumer-protection justification. The public has an interest in protecting users of important services from injury or theft. Second are commercial justifications. For a service to be maximally valuable, people need to trust that they can use it safely and effectively. If one user poses a

---
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threat to others, the service itself may be seen as dangerous and therefore find fewer users, reducing commerce overall. Exclusion of dangerous users, therefore, can enhance confidence in the service and as a result expand usage. Indeed, historically, innkeepers and common carriers had a legal duty to protect travelers and their goods.\textsuperscript{260} Scholars have observed that this rule had both protection and commercial justifications — and placed liability on platforms because they are the best cost avoiders.\textsuperscript{261}

\textit{b. Injury to Society and National-Security Concerns}

Expanding beyond the individual, in many NPU areas, injury to society — or more broadly, to national security — has also been a justification for deplatforming. Airlines and banking are perhaps the most obvious examples. Passengers cannot take an airplane without being searched, terrorists and other passengers on the no-fly list are barred altogether from flying, and specific items are prohibited on airplanes.\textsuperscript{262} After September 11, the social and national-security justifications for such exclusions became tragically clear. Planes cannot only be destroyed, killing the passengers on the plane, but can also be used as missiles to injure others. In banking, preventing money laundering also has social and national-security benefits. Deplatforming individuals, entities, and transactions from the banking system can both ensure that the financial system does not facilitate antisocial operations (such as drug trafficking or hiding money from the Internal Revenue Service), and that adversaries and terrorists cannot easily use banks for their operations. For social and national-security harms, the justification is more about the harms as pure externalities, rather than harm to other users. Money launderers, for example, do not directly harm other users of banks, though their actions might harm society or the country more broadly.

\textit{3. Social Regulation}

The third set of justifications for deplatforming is the most controversial. These justifications are, in one form or another, a form of social regulation. Whether through legal rules or social norms, deplatforming seeks to exclude persons or conduct deemed undesirable. The type of conduct or personal characteristics that are deplatformed are, of course, normatively contested, and they
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have changed over time as views about society and behavior have changed. Two categories are worth noting. The first are public-morality violations. These can be actions that either have been made illegal or have not but violate community norms. The second is the case of racial discrimination and Jim Crow.

\section*{a. Illegal Behavior and Public Morality}

Platforms are generally permitted—and may even be obligated—to deplatform users who are engaged in illegal behavior. Examples, as we have seen, include illegal bookmaking, marijuana cultivation, depiction of child pornography, or moving illegal goods. Note that while the legality of the behavior is a formalistic category, whether the underlying behavior should be illegal is ultimately normative. People may have different views about gambling, for example. If the underlying behavior is illegal and if an intermediary infrastructure service is necessary to facilitate the illegal activity, then deplatforming could be an effective way to stop the illegal action. Platforms can be required to terminate service explicitly by law\textsuperscript{263} or because they might themselves be held accountable for aiding the illegal behavior.\textsuperscript{264}

A few considerations recur with respect to illegal activities. First is whether the platform knows about the illegal behavior. If a platform does not know that its service is being used in that way—as with packages carrying illegal goods—then it was not traditionally held culpable.\textsuperscript{265} Second, some users may engage the infrastructural service for both illegal and legal purposes. Some cases thus distinguish between the user engaging the service primarily for the illegal purpose and the user using the service incidentally for illegal activities.\textsuperscript{266} The use of a phone line for illegal bookmaking thus differs from a single gambler using their phone to place a bet.

A related category are behaviors that violate some standard of public morality but where the behavior itself is not necessarily illegal in all contexts. Examples include use of infrastructural services for lewd, offensive, indecent, or obscene purposes. While earlier courts did engage deplatforming for public-morality reasons in transportation services, modern debates center on communications networks. In spite of the strong First Amendment values at stake, courts have
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regularly upheld narrowly tailored restrictions barring the use of communications platforms for public-morality reasons.²⁶⁷

b. Racial Discrimination and Jim Crow

How do the duty to serve all comers and the exceptions for deplatforming intersect with racial discrimination and Jim Crow? The history, as Professor Joseph Singer has shown in his leading work on the topic, is not straightforward.²⁶⁸ Singer argues that prior to the Civil War, it is likely that all businesses holding themselves out to the public had a duty to serve, and courts “uniformly held that the right of access did extend to every person without regard to race,”²⁶⁹ even as Northern courts held that segregation was permissible. As one treatise writer observed in 1857, railroads “cannot make unreasonable discriminations between persons soliciting its means of conveyance, as by refusing them on account of personal dislike, their occupation, condition in life, complexion, race, nativity, political or ecclesiastical relations.”²⁷⁰ Indeed, in one 1859 Ohio case, in which a “mulatto” woman was excluded from a city rail service due to “her complexion,” the court found that her exclusion was impermissible under the duty to serve.²⁷¹

From the end of the Civil War until 1900, the situation varied in the country and changed over time. In the aftermath of the war, state and federal laws on public accommodations imposed a duty to serve regardless of race.²⁷² Some states interpreted these laws as mandating integration, while others read them

²⁶⁷. See supra Sections I.B.2, I.B.3.
²⁶⁹. Singer, supra note 216, at 1204, 1208.
²⁷⁰. EDWARD L. PIERCE, A TREATISE ON AMERICAN RAILROAD LAW 489 (New York, Baker, Voorhis & Co. 1867) (1857) (emphasis added). Pierce’s full statement is worth quoting: “The company is under a public duty, as a common carrier of passengers, to receive all who offer themselves as such and are ready to pay the usual fare, and is liable in damages to a party whom it refuses to carry without a reasonable excuse. It may decline to carry persons after its means of conveyance have been exhausted, and refuse such as persist in not complying with its reasonable regulations, or whose improper behavior—as by their drunkenness, obscene language, or vulgar conduct—renders them an annoyance to other passengers. But it cannot make unreasonable discriminations between persons soliciting its means of conveyance, as by refusing them on account of personal dislike, their occupation, condition in life, complexion, race, nativity, political or ecclesiastical relations.” Id. (footnote omitted).
²⁷². Singer, supra note 216, at 1209.
as permitting segregation. With the end of Reconstruction, Southern states retreated from these positions. Some states, like Tennessee and Delaware, eliminated all public-accommodations laws, giving businesses the right to exclude anyone, including whites. After the *Civil Rights Cases* in 1883 and *Plessy v. Ferguson* in 1896, Southern states moved from permitting segregation to mandating segregation. Of course, violence and force operated as nonlegal means to deny access.

4. **Impermissible Reasons and the Duty to Serve**

Although there is a recurring pattern of justifications for deplatforming, there is also a consistent set of impermissible reasons for deplatforming. In most NPU areas, the service provider was subject to a duty to serve. In other words, deplatforming is the exception, not the rule. But it is worth expressly discussing three important categories in which deplatforming is expressly not justified.

First, in the mid-twentieth century, there were revolutions in constitutional and statutory law related to civil-rights issues. The First Amendment was transformed during the mid-twentieth century to become far more protective of speech than it was at the start of the century. Further, the civil-rights revolution took aim at Jim Crow, including by barring racial discrimination from places of public accommodations. These shifts put significant constitutional and statutory limits on the value of earlier practice in the domains in which they operated. In these areas, we might say that the American tradition has been one of growing civil liberties and civil-rights protections, and that the Jim Crow period was the exception, not the rule.

Second, platforms cannot exclude individuals based on mere preferences, even if the person may be seen as objectionable. This restriction should be of some comfort to both liberals and conservatives, as it protects individuals from deplatforming in a wide range of cases. As Bruce Wyman catalogued, straightforward malice and favoritism were impermissible reasons to deplatform, as were merely finding a person “disagreeable,” “[u]nmannerly,” “[i]mmoral,”
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“undesirable,” or engaged in “slight misbehavior.” As one court observed, “[s]ome allowance is to be made for the infirmities of human nature.” Courts have thus objected to excluding an “exasperated traveller” who used a “profane retort,” or an individual who spat in a waiting room.

Importantly, even in the middle of the nineteenth century, the duty to serve extended to individuals with differing political views and religious beliefs and to persons whom carriers viewed as immoral. As we have seen, mid-nineteenth-century treatises expressly included political and religious views as impermissible reasons for deplatforming. Examples of “immorality” as an impermissible reason are also common. In one case, Wyman observes that a court held that a woman “in bloomers” could not be rejected from staying at an inn, despite the innkeeper’s objection to her mode of dress. In an 1880 case, Brown v. Memphis & C.R. Co., railroad personnel ejected a Black woman from the ladies’ car on the grounds that she was a “notorious and public courtesan.” The judge directed the jury on the law, saying that as long as “unchaste women” were conducting themselves in “unobjectionable” ways while traveling, there were no grounds to exclude them from a common carrier. “The carrier is bound to carry good, bad, and indifferent, and has nothing to do with the morals of his passengers, if their behavior be proper while travelling.”

Classifications based on chastity, therefore, were unreasonable.

Finally, platforms were regularly barred from excluding their competitors or favoring their own vertically integrated businesses. In other words, anticompetitive deplatforming was generally disfavored. Nondiscrimination rules, or neutrality mandates, covered a wide range of behavior in both the common law and under federal statutory restrictions. Telegraph and telephone companies

278. Wyman, supra note 57, at 463–69.
282. See Pierce, supra note 270, at 489.
283. Wyman, supra note 57, at 467 & n.3 (citing Regina v. Sprague (1899) 63 J.P. 233).
284. 5 F. 499 (C.C.W.D. Tenn. 1880).
285. Id. at 500. The ejection was likely motivated by race, not status. There was an initial attempt by the lawyers to claim that the woman had to sit in a segregated car. But the railroad had no such policy. The claim she was a courtesan came later. Id.
286. Id. at 501.
287. Id.
288. For a general account of such neutrality mandates, see generally Ricks, supra note 224. In federal law, another tool to address anticompetitive deplatforming was the separation of platforms and commerce. For a discussion that covers multiple sectors and applies the principle to tech platforms, see Khan, supra note 29.
could not preference other businesses they owned. Pipelines have common- 
carrier duties. Railroads that owned commodities and transported them could 
not discriminate against competitors – and were eventually banned from owning 
commodities companies. In short, for much of American history, the tradition 
of deplatforming has generally not been permitted in cases where the justifica-
tion is merely commercial or competitive gain.

Importantly, regulators have also been willing to investigate whether plat-
forms were using permissible justifications as a veil to cover up impermissible 
ones. In the 1922 pipeline case, the ICC did not blindly accept the pipeline’s as-
sertion that small batches would mix and contaminate larger batches of oil in its 
system. It observed that the pipeline was “controlled by the same interests” that 
operated the biggest oil shipper, showed that the pipeline’s arguments were pre-
textual or unpersuasive, and concluded that the policy of limiting oil transport 
to large batches “essentially deprives the lines of the common carrier status with 
which they were impressed by the interstate commerce act.” Whether deplat-
forming was reasonable did not depend on whether the platform claimed it was 
so.

C. How to Deplatform

Perhaps the most striking thing about the history of deplatforming is the 
wide range of procedural protections that have been adopted. In some cases, 
there have been relatively few procedural protections, while others have more 
extensive ones. The range of deplatforming processes can be broken down into 
two main categories: (1) ex ante procedures, like notice, warnings, and oppor-
tunities to cure, and (2) ex post procedures, like the opportunity to contest or 
appeal.

1. Ex Ante: Terms of Service and Notifications

Under the common law in the early- to mid-nineteenth century, an inn-
keeper or common carrier would simply exclude an individual. The individual 
would then have to sue the common carrier for a violation of the duty to serve. 
Courts then determined whether the exclusion was a reasonable exception to the 
duty. But even under the common law, platforms issued what we would call

290. See RICKS ET AL., supra note 25, at 729-810.
293. See supra Section I.A.
terms of service: publicly announced policies for usage of the service with which users had to comply. Wyman called them individual regulations on the “personal conduct of the patron.” These terms of service established conditions precedent before service was allowed and could put individuals on notice that violation could lead to deplatforming. Thus, the gas company could require users to agree to terms and conditions before starting gas service, and a railroad terminal could exclude an innkeeper who was harassing arriving passengers in violation of its terms. In modern times, the Transportation Security Administration (TSA) has announced in advance what items cannot be brought on airplanes.

Platforms have also generally offered notice, warnings, and an opportunity to cure the error before deplatforming individuals completely. In the railroad-terminal case, the terminal told the innkeeper to stop harassing passengers before banning him from the terminal. Telephone and electricity companies send a notice of termination for a failure to pay prior to shutting off service. TSA allows individuals with impermissible items to repack them in their checked baggage. Notifications enable someone who is at risk of being deplatformed to stop or change their conduct. In some cases, there are also privately created or publicly mandated opportunities for a person to cure their violations and get back into the system. Most states require electric utilities to offer customers an installment payment plan before shutting off service. “Second chance accounts” offer individuals an opportunity to get a bank account with limited features to rebuild their banking history and eventually regain access to a full bank account.

Still, in some cases, there are no warnings or opportunities to cure. A terrorist can be added to the no-fly list without first being warned; an unruly airline passenger can be added to the airline’s no-fly list after a single incident; and individuals, entities, and entire countries can be excluded from the banking system without any mandatory warning—whether due to a past overdraft or for
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national-security reasons. Situations in which warnings are absent—with the notable and controversial exception of the ChexSystems process—involves extraordinarily bad actions (e.g., violent airline passengers) or significant national security or social harms (e.g., terrorism and economic sanctions).

2. Ex Post: Opportunities to Contest or Appeal

Opportunities to contest or appeal deplatforming have historically been the province of public law. Under the common law, those who were excluded from service could bring an action against a platform that excluded them. With the rise of state and federal regulation over NPUs, regulators have often required NPUs to create procedures for contesting a deplatforming decision. For example, individuals generally have a right to a hearing before their electric service is terminated. 300

Private actors can also offer their own internal procedures to review or contest a deplatforming decision. Mastercard’s corporate policy for adult content providers requires those providers themselves to institute an internal appeals process. 301 But in some cases, private opportunities to contest deplatforming may not be easy. The process of challenging exclusion from banking due to a ChexSystems review, for example, has been criticized as “nearly impossible.” 302

Where the federal government itself deplatforms, the Due Process Clause of the Constitution provides a backstop. As we have seen, total exclusion from the postal system without an opportunity to contest deplatforming can violate constitutional due-process rights. 303 The federal government has therefore created programs to enable individuals to contest their deplatforming, though these processes can be quite limited. Contesting placement on the federal no-fly list, for example, involves submitting information to the Department of Homeland Security’s Traveler Redress Inquiry Program. 304 But this program may not provide
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all of the reasons for a person’s placement on the list, nor does it provide a live hearing in which a person can contest the evidence. Individuals are allowed to send evidence for review, but they are not told after a review if they remain on the list.

D. Designing Reasonable Deplatforming: Selected Lessons

For private firms in NPU sectors, policymakers or courts, the central question is not whether to deplatform at all, but how to design a system of reasonable deplatforming. The history of deplatforming suggests that the practice is inescapable for NPU enterprises. As a result, the theoretical framework identified above can act as a guide for those trying to design deplatforming. Any regime of deplatforming will have to engage with the questions noted above. While the particular shape of deplatforming may differ based on the context, it is possible to draw some generalizable lessons from the history and theory of deplatforming.

1. The Necessity of Public Governance

At the level of who deplatforms, one of the central lessons from history and theory is that at least some minimal amount of public governance is likely essential. In industries that are infrastructural in nature, platforms can leverage their power to benefit themselves at the expense of users, commerce, the public interest, and national security. Some kind of public governance has always existed and will be necessary to ensure that critical utility-like services are available to the public. In the earliest years, public governance was ex post, implemented via common-law rules that were developed through case-by-case adjudication. Over time, public governance shifted to an ex ante approach. Importantly, public governance is more important the more concerned one is about the abuse of power by private platforms and if the business models of private platforms incentivize harmful carriage.

[Screening 16-17 (2014) (describing the legal mandate and process); Justin Florence, Note, Making the No Fly List Fly: A Due Process Model for Terrorist Watchlists, 115 YALE L.J. 2148, 2157-59, 2165-80 (2006) (describing the difficulties involved with removal from watch lists and advocating for reforms).]
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2. The Stakes of Entity Bans

The stakes involved in entity bans are much greater than in bans of individual pieces of content. Deplatforming an individual or organization completely prevents them from accessing the infrastructural resource at all. Mistaken deplatforming can be devastating for entities, as when individuals lose bank accounts. The high stakes of entity deplatforming suggest that processes to ensure that sound evidence goes into the deplatforming decision and to address mistakes are critical, and that platforms need replatforming criteria.

3. The Benefits of Ex Ante Solutions

If users do not engage in impermissible behavior, then deplatforming will not be necessary. If platforms can do more to prevent impermissible behavior, the tensions and challenges of deplatforming—especially at scale—may not be as frequent. Designing a deplatforming regime should therefore involve a great deal of investment in notices, terms of appropriate use, and the criteria for deplatforming and replatforming. Barriers to entry or use—such as training modules, education, and policy reminders—might slow the scalability of the platform, but they could also reduce the need for (and increase the ease of) deplatforming since users are on greater notice of possible violations.

4. The Inevitability and Dangers of Social Regulation

No individual or society can escape its historical context. Social norms and movements will invariably shape the scope of permissible and impermissible uses of platforms. While private governance and public laws can and should be designed to prevent the worst abuses, if society as a whole is dominated by a particular view or animus, it is unlikely that private terms of service or public law will be able to withstand that force. What social norms should be included in rules on deplatforming are ultimately normative. This makes social regulation both inevitable and dangerous. There are different strategies for addressing this danger while still allowing for social regulation. Legislation requires passing multiple veto-gates. Common-law adjudication relies on bringing lawsuits and winning them based on underlying tort claims. The development of terms of service could incorporate feedback and participatory mechanisms. But there will always be a tension between the need to use platforms to prevent social harms and the dangers inherent in deciding what counts as a harm.
III. TECH AND DEPLATFORMING

In recent years, deplatforming has received significant public attention, especially the deplatforming of President Trump and others after the insurrection on January 6, 2021. The history and theory of deplatforming sheds light on deplatforming in the contemporary tech context. In this Part, we turn to deplatforming in the tech sector and explore how the discussion above can illuminate a range of contemporary debates and issues.

A. Private Governance in Historical Context

Private governance regimes, and private deplatforming, have been common throughout history. NPU firms regularly engaged in conduct or entity deplatforming during the common-law era and after statutory regulation. Whether it was railroads or streetcars, telephones or electric companies, private deplatforming has been a regular feature in infrastructure sectors. Tech platforms have followed in those footsteps. They deplatform many activities that fall into historically common categories. 307

While some believe that a common-carrier or public-utility model would prevent deplatforming, or at least restrict it to a minimum, this position is inconsistent with the long historical practice of reasonable deplatforming under American law. Under certain circumstances, private corporations could deplatform individuals or content—even though they have a legal duty to serve all comers. Nor does the First Amendment necessarily change that. Even under the First Amendment, private exclusions from telephone and other communications technologies have been upheld. 308

At the same time, conservatives who worry that tech platforms might deplatform them for their political beliefs might find some solace in the fact that the common-carriage and public-utility regimes generally did not allow for deplatforming a person because of their political or religious beliefs. But if speech or actions turn into harm toward others, then deplatforming can be justified. In the

307. For an expansive account of multiple firms’ content-moderation criteria, see generally Tarenton Gillespie, Custodians of the Internet: Platforms, Content Moderation, and the Hidden Decisions that Shape Social Media (2018).

308. See supra text accompanying notes 101, 111. For an excellent overview of the First Amendment and its intersection with common-carrier settings, see Lakier, supra note 221, at 2316–31. For a discussion of the view that the First Amendment does not apply to private actors and of the contested and possibly changing politics of the First Amendment in the tech-platform context, see generally Evelyn Douek & Genevieve Lakier, First Amendment Politics Gets Weird: Public and Private Platform Reform and the Breakdown of the Laissez-Faire Free Speech Consensus, U. Chi. L. Rev. Online (June 6, 2022), https://lawreviewblog.uchicago.edu/2022/06/06/douek-lakier-first-amendment [https://perma.cc/8BL6-2W42].
context of this history, Twitter’s deplatforming of President Trump—which was based on the incitement of violence, not on the mere expression of political views—would look permissible, rather than impermissible, under the American tradition of reasonable deplatforming.

Indeed, for all the controversy over tech deplatforming, when placed in historical context, what is different is not the fact of deplatforming, but the scale. Tech platforms need to monitor millions of users to prevent these harms. The vastness of this challenge has led to the development of extensive adjudicatory mechanisms for individuals to contest deplatforming decisions. The most notable, of course, is the Oversight Board, launched by Facebook in 2020. The Board, consisting of independent scholars, jurists, and former public officials, can hear appeals of Meta’s decisions to take down content. Board decisions are meant to have precedential value, similar to a court decision.

In a recent paper, Evelyn Douek argues that the adjudicatory framework to online platforms’ content-moderation decisions is flawed precisely because of the extraordinary scale of tech-platform moderation. Douek argues that a regulatory approach, in which platforms establish general rules, is superior even if it ends up being somewhat overinclusive or underinclusive. History shows that while adjudication has been common, it has also been coupled with ex ante rules even if they are not perfectly tailored. For example, railroad terminals developed policies on soliciting passengers, and telephone companies deplatformed individuals for violating their terms of service. Federal law requires excluding items from the airplane cabin, even though the rules may be somewhat over- or underinclusive. The difference between 3 ounces of toothpaste and 3.1 ounces is
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unlikely to raise security problems, but clear rules require line drawing.\textsuperscript{313} Douek’s regulatory approach is more akin to standard understandings of risk regulation in the administrative state,\textsuperscript{314} which also recognize that there are tradeoffs in all directions.\textsuperscript{315}

Indeed, proving Douek’s point, many tech platforms have significantly expanded their terms of service and other regulatory policies over time,\textsuperscript{316} including by establishing policies for extremely specific situations from posts by world leaders\textsuperscript{317} to posts about hot tubs.\textsuperscript{318} eBay has a list of 68 policies on goods that are prohibited or restricted for sale.\textsuperscript{319} In 2021 alone, it blocked 88 million
suspected counterfeit goods and 375 million more items from publication—in addition to deplatforming 66,000 users for selling prohibited and restricted items and 35,000 users for intellectual-property violations.

These programs are certainly not perfect, and not everyone will agree about the most controversial cases or categories because they turn on contested normative values. But from a historical perspective, there is nothing new about making such determinations. What is new is the scale at which tech platforms must make these decisions and the extensive systems they are building to do so.

B. Public Governance in Historical Context

Tech platforms’ expansive private governance regimes raise an important question: should private companies, or individual owners of private companies, have unchecked, unguided power to decide what content or individuals can be deplatformed, or should the public determine what policies govern deplatforming? This question is not a new one. In the broadcast context, for example, policymakers were concerned that the new technology concentrated power in private hands and would lead to private censorship. Similarly, in the transportation context, lawmakers were concerned that concentrated, powerful railroads could deplatform other businesses either directly or, more commonly, by charging different rates and giving special preference to their business allies. And even before the ICC was created, common-law courts understood the power that platforms had over other businesses; in response, courts developed the duty to serve. In these cases, as in others, public governance helped constrain private power.

Public governance regarding deplatforming has, like private governance, been a common response to concentrations of private power in NPU sectors. So far as I can tell, scholars of deplatforming do not appear to have made this point, perhaps because they generally focus on social media and the First Amendment and not on tech platforms more broadly. Genevieve Lakier and Nelson Tebbe, for example, analyze the possibility of public regulation after the “great deplatforming,” but with reference to the First Amendment public-forum doctrine, not
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to public-utility regulation. \textsuperscript{322} While Lakier and Tebbe do discuss broadcast regulations, a wider view of all the NPU sectors brings additional value to the conversation. Deplatforming took place on the telegraph and telephone as well, and some exclusions from those services were related to content. The dial-a-porn cases, for example, confronted a contested issue of public morality and the use of a telecommunications technology in a one-to-many (one pornographer to many listeners) manner that commentators have recognized is arguably similar to broadcast radio. \textsuperscript{323} Scholars at the time even debated whether telephones were engaged in editorial functions or were mere common carriers—akin to contemporary debates over tech platforms. \textsuperscript{324} More broadly, the history and practice of deplatforming in the communications sector should open up policymakers’ imagination. The Radio Act’s regime was innovative at the time: it rejected both the editorial and common-carrier models and instead offered a system that attempted to navigate between worries about both public and private power. Whether or not one thinks it succeeded, it is an example of policy innovation to confront thorny challenges head-on.

Of course, scholars today debate extensively whether public regulation of tech platforms is viable and desirable given the emergence of a more absolutist First Amendment in the late twentieth century. \textsuperscript{325} But it is unclear whether trimming one’s constitutional sails is a sensible course of action at a moment of extraordinary technological, political, and judicial change. Strange bedfellows have emerged on questions of tech regulation, with Republicans like Senator Josh Hawley and Democrats like Senator Elizabeth Warren supporting aggressive action against big tech. \textsuperscript{326} Justice Clarence Thomas, a bellwether for the future of the conservative legal movement, \textsuperscript{327} has also signaled that tech platforms might
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be regulated as common carriers.\textsuperscript{328} As he has argued, “regulations that might affect speech are valid if they would have been permissible at the time of the founding.”\textsuperscript{329} The common law of common carriage was, of course, well understood at the Founding. And there are strong arguments that tech platforms are common carriers under the common law.\textsuperscript{330} At a minimum, a common law of reasonable deplatforming may be permissible.

Courts are also increasingly likely to engage the clash between the First Amendment and the public governance of tech deplatforming in coming years. The Eleventh Circuit, for example, recently decided a case about a Florida law targeting tech platforms. The Florida law treats social-media platforms as common carriers and adopts a variety of content moderation and disclosure rules.\textsuperscript{331} These include: not deplatforming candidates for office for more than fourteen days; not prioritizing or shadow banning posts by or about candidates; not banning or censoring journalistic enterprises, with the exception of obscenity; not making changes more than once in thirty days; offering disclosures of rule changes and deplatforming guidelines; and providing notice prior to deplatforming.\textsuperscript{332}

In reviewing the Florida law, the Eleventh Circuit rejected the state’s argument that the First Amendment did not apply because the law required platforms to host others’ speech and instead held that provisions ran afoul of the First Amendment’s protections against speaker, content, and viewpoint discrimination.\textsuperscript{333} The court found that social-media platforms are not common carriers, in part because their terms of service mean they are not open to all comers.\textsuperscript{334} This is a point scholars have made as well.\textsuperscript{335} But it is inconsistent with the
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history of common carriage. Holding oneself out to the public did not mean that the common carrier was open to all comers without exception. Access has always been qualified. Indeed, the common law of deplatforming—the many justifications for exclusion or ejection from the service—itself functionally served as a form of terms of service. But more formally, as with the cases of the railroad depot and the gas company, firms sometimes had terms of service that included justifications for deplatforming and this did not eliminate their duty to serve. Interestingly, the Eleventh Circuit also observed that Florida’s law “extend[s] beyond the historical obligations of common carriers” because it did not enable a platform to remove content based on “its impact on others.” Here the court was quite correct. The Florida law does not track the American tradition of reasonable deplatforming because the Florida law more expansively restricts what kind of deplatforming is reasonable.

The Fifth Circuit has also weighed in, reviewing a Texas law that imposes nondiscrimination and disclosure requirements on social-media platforms. Among other things, the Texas law prohibits platforms from “censor[ing]” users based on their viewpoints. The Fifth Circuit upheld the Texas law against a facial First Amendment challenge by tech platforms, holding that the platforms are neither speakers nor exercising editorial discretion in hosting users. According to the court, rather than chilling speech, the law instead prohibits censorship.

The Fifth Circuit argued that common carrier rules supported its decision, finding that platforms were common carriers. But, like the Eleventh Circuit, the court did not get the history of reasonable deplatforming quite right. The court’s analysis of common carriage rules was generally thorough and skilled, including correctly acknowledging that generic terms of service do not undermine the status of holding oneself out to the public or the application of common carriage obligations. But the court did not discuss the widespread and regular exceptions to the duty to serve. The Texas law, like the Florida one, does not

338. Id. at 446 (citing Tex. Civ. Prac. & Rem. Code § 143A.002(a)). The statute defines “censor” as to “block, ban, remove, deplatform, demonetize, de-boost, restrict, deny equal access or visibility to, or otherwise discriminate against expression.” Tex. Civ. Prac. & Rem. Code § 143A.001(1). The law includes exceptions for content moderation authorized by federal law, or that prevents sexual exploitation of children or sexual harassment, direct incitement of criminal activity, specific threats of violence, and unlawful expression. Id. at § 143A.006.
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replicate all of the traditional exceptions to nondiscriminatory access under common carriage law. 342

C. Deplatforming Platforms

Can platforms deplatform other platforms? Historically the answer was often no: nondiscrimination rules and the duty to serve meant that platforms had to allow other companies, including other platforms, to use their services at reasonable rates. 343 One exception was where a user-platform required special accommodation in order to use the service-platform. For example, express companies—private messenger firms—needed to travel on the railroads in order to deliver packages long distances. But express firms did not operate as ordinary passengers on the train. They often needed more space and would even hire an entire traincar to carry their packages. Some railroads created their own express companies, and others established exclusive deals with existing companies. When railroads started to preference their own firms or partners and deny equal service to competitors, competitor express companies challenged their exclusion all around the country. The balance of opinion in the federal and state courts followed the traditional nondiscrimination rule and found for the express companies. But the Supreme Court disagreed in the Express Cases and instead held that the railroads did not have a duty to serve because the express companies required special accommodations. The cases were controversial even at the time. 344

In the tech context, deplatforming platforms has also emerged as an issue. After January 6th, Amazon Web Services (AWS)—the dominant cloud infrastructure provider—deplatformed Parler, a conservative social-media platform that was hosting content that AWS determined supported violence. 345 Later in 2021, Mastercard announced it would not serve adult entertainment platforms through its payment system, only to change its mind. 346 These two examples raise different issues than the historic ones that shaped the Express Cases. Neither are questions of self-preferencing or competition. Importantly, these are also not cases about the boundary between commercial nondiscrimination and content

342. Indeed, it does not consider service provision and does not consider harms to others, outside of a limited set of specific circumstances. See supra note 338 (citing relevant statutes).
343. For a discussion of the traditional rules, see Wyman, supra note 294, at chs. 31-36.
344. See, e.g., Wyman, supra note 57, at 404-10 (discussing the Express Cases, criticisms of them, and problems they created for transportation regulation).
346. See supra notes 204-208 and accompanying text.
moderation because commercial nondiscrimination is not at issue. Neither AWS nor Mastercard run social-media platforms or seek to preference their own vertically aligned businesses over the deplatformed ones. Rather, these two instances raise questions about what counts as harm (in the case of Parler) and whether adult entertainment should be subject to social regulation (in the case of Mastercard).

In the case of deplatforming Parler, AWS had adopted terms of service for its hosting service, warned Parler over examples of inciting violence on the platform that were not being addressed, and when Parler did not remove the content, suspended its services. Violence, not political viewpoints or anticompetitive behavior, was the stated issue.

The Mastercard example is notable because Mastercard’s response was not to deplatform OnlyFans and other adult entertainment sites, but rather to develop an elaborate set of requirements for service. As we have seen, Mastercard responded by requiring adult content providers to have a set of procedures and policies to ensure that they are not facilitating child pornography, human trafficking, or violating individual privacy. In essence, one platform is mandating that another develop preventive procedures in order to gain access. As extraordinary as this downstream regulation is, it too is not without a historical antecedent. Transportation carriers, for example, could not only exclude specific items from transportation but could also impose reasonable packing requirements on shippers. The packing requirement ensured that the items would not be damaged in transit. The Mastercard regulations are, in some ways, a modern, albeit far more extensive, version of this practice.

Under Elon Musk’s leadership, Twitter’s suspension of competitor Mastodon’s Twitter account and subsequent block of links to Mastodon for “being potentially harmful” was far more problematic, even though Twitter later withdrew the policy. While it is not a case of vertical integration and self-preferencing, the action appears straightforwardly anticompetitive—a practice that has been generally disfavored under the tradition of reasonable deplatforming. As in the case of electricity wheeling requirements, under Otter Tail and thereafter,

---
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platforms can engage in anticompetitive discriminatory practices when they do not allow competitors to use their facilities under the ordinary terms offered to others.

D. Service Provision: On Bots, Anonymity, and Crypto Mining

A number of recent proposals can be better understood as invoking the traditional justifications for deplatforming, including capacity, congestion, and service-quality degradation. For example, Elon Musk suggested in the spring of 2022 that, as owner of Twitter, he would “defeat the spam bots”\(^\text{350}\) and “authenticate all real humans.”\(^\text{351}\) Once owner, he did not undertake these efforts, but even the possibility of these practices, as ill-defined as they were, was controversial.\(^\text{352}\) Although there might never be agreement on the desirability of removing bots or authenticating humans, a plausible justification for doing so might be tied to service-quality degradation. As James Grimmelmann has observed, cacophony (a situation in which it is hard to find what you’re looking for) and abuse (negative-value content) both reduce the quality of service.\(^\text{353}\) If spam bots and anonymous accounts degrade service quality by flooding the service such that it is less valuable to other users, that could be a reasonable justification for deplatforming. Of course, that does not mean there are not tradeoffs. Anonymity might have benefits as well. But discussions on the topic seem to assume the benefits without noting the real costs to the quality of service.

Another example is cryptocurrency mining. In early 2022, Kosovo banned cryptocurrency mining.\(^\text{354}\) The small country faced energy production and import shortages, and so halted private mining in order to ensure adequate energy for its population.\(^\text{355}\) Other areas have similarly seen strains on the electric grid.
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E. Replatforming

Should social-media platforms replatform users who have been suspended and, if so, how? With the replatforming of former President Trump and others on Twitter, Facebook, and YouTube, it is worth comparing the platforms’ processes and explanations. Elon Musk, at the helm of Twitter, reinstated Trump in November 2022, after tweeting a poll to users asking them to vote on whether he should be reinstated. The vote, by some 15 million accounts, was 51.8 percent in favor and 48.2 percent opposed.\footnote{Elon Musk (@elonmusk), TWITTER (Nov. 18, 2022, 7:47 PM), https://twitter.com/elonmusk/status/159376795306921985 [https://perma.cc/27CA-JQJP].} It is not clear whether each account was independently held or whether some individuals voted multiple times. YouTube replatformed former President Trump in March 2023 with short announcements on Twitter and no full explanations of process, criteria, or reasoning.\footnote{YouTube Insider (@YouTubeInsider), TWITTER (Jan. 12, 2021), https://twitter.com/YouTubeInsider/status/1349205680395245006 [https://perma.cc/CJP3-L774]; YouTube Insider (@YouTubeInsider), TWITTER (Mar. 17, 2023), https://twitter.com/YouTubeInsider/status/163673100526944320 [https://perma.cc/4KMV-LJ44].} Facebook had the most extensive process. Facebook restricted Trump’s access to the social-media platform and to Instagram on January 6, 2021, suspended those accounts permanently on January 7, 2021, and referred the situation to the Facebook Oversight Board. The Oversight Board upheld the decision to deplatform Trump, but also observed that “it was not appropriate for Facebook to impose the indeterminate and standardless penalty of indefinite suspension” because that was not within its set of stated penalties.\footnote{Case Decision 2021-001-FB-FBR, FACEBOOK OVERSIGHT BD. 1, https://www.oversightboard.com/st/decision/2021/001/pdf-english [https://perma.cc/RX6X-ETB3].} The Oversight Board found that Trump’s tweets violated Facebook’s rules banning “praise or support of people engaged in violence” and that “there was a clear, immediate risk of
harm.” But it also found that an indefinite suspension of his account was unwarranted because this was not a “clear, published procedure” and was “not described in the company’s content policies.” In other words, the Board’s decision sought to hold Facebook to its own stated policies. In response, Facebook suspended Trump for two years and then established policies for deplatforming and replatforming public figures in times of unrest or violence. These policies include progressively longer suspension periods for increasingly harmful posts; an evaluation of whether the public figure’s posts might pose a continuing danger if they were to return to the platform after the suspension period; and special conditions of use and penalties for replatformed public figures. Meta reinstated Trump in January 2023.

Notably, Meta’s policy is focused on the role of public figures in times of civil unrest. In June 2023, Instagram (which, like Facebook, is also owned by Meta) reinstated Robert F. Kennedy, Jr. Kennedy had been removed in 2021 for “repeatedly sharing debunked claims about the coronavirus or vaccines.” After Kennedy announced a presidential bid in 2023, an Instagram spokesperson said that the company had reinstated his 760,000-follower account, “[a]s he is now an active candidate for president.”

These different approaches engage a number of the theoretical and design questions discussed above. First and most notably, Meta has adopted—both on its own and through its Oversight Board—a commitment to publicly posted policies and procedures for usage. The Oversight Board has held Meta to these policies and recommended revisions as necessary. This is in contrast to Musk’s Twitter, which did not evaluate Trump’s replatforming with respect to any preexisting or new policies, and YouTube, which appears to have offered no
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explanation for its actions. At the same time, Instagram’s decision to replatform Kennedy was also accompanied by little explanation. None of the platforms appear to have offered a truly comprehensive set of standards for replatforming, including how and why decisions will be made. There does not appear to be, for example, a blanket rule that running for president automatically allows someone to be replatformed (nor would such a rule make much sense, as anyone could so declare in order to regain access). Platforms’ replatforming decisions might gain legitimacy if they established more expansive criteria and processes for making such decisions.

Second, Meta’s decision to adopt a series of escalating penalties and to take into account the likelihood of future harm tracks the tradition of reasonable deplatforming. The idea that suspended accounts will not be reinstated if there is a high likelihood of future violations parallels the common-law notion that a pattern or practice of bad behavior can be a reasonable justification for preemptive deplatforming.

Finally, the protection against legal liability for platforms’ hosted content, under Section 230 of the Communications Decency Act (CDA), may be shaping the platforms’ decisions to a significant degree. If social-media platforms were liable for injuries to other users or to the general public for the content they host, they may become less likely to replatform users that open them up to legal liability. It is unclear whether Musk or YouTube have engaged in any diligence or procedures that would absolve them of negligence in their replatforming decisions, if such a standard were in place.

F. Platform Liability: On Section 230, Terrorism, and Cloud Computing

Under the common law, platforms owed a duty of care to their users, including protecting them and their belongings from injury. Platforms that failed to protect their users could be held liable in tort. But platforms who unjustly excluded users could also be sued under the common law for violating their duty to serve. In some cases, deplatforming (a violation of the latter obligation) was necessary to fulfill the former obligation. Liability thus formed a backdrop that, at least in some cases, made deplatforming necessary.

Today, some tech platforms are insulated from liability under Section 230 of the CDA. The debate over whether Section 230 should remain law is vast and contested. But one lesson of the history of deplatforming across NPUs is that the backdrop of liability does shape when and how platforms remove or exclude users. Removing the Section 230 shield, in other words, might push platforms to take even greater care with respect to their policies on both access and exclusion.

It appears that both lawyers and jurists may be unaware of important common-law duties and their exceptions. In Twitter, Inc. v. Taamneh, the Supreme
Court considered whether tech platforms could be liable in tort for aiding and abetting terrorism because they hosted videos from terrorist group ISIS, and because ISIS benefitted from financial proceeds of advertisements on the platforms.\footnote{Twitter, Inc. v. Taamneh, 598 U.S. 471, 478 (2023).} Writing for a unanimous Court, Justice Thomas observed that the “plaintiffs’ complaint rests . . . heavily on defendants’ failure to act” and that it would “have more purchase” if there was an “independent duty in tort that would have required defendants to remove ISIS’ content.”\footnote{Id. at 25.} The plaintiffs offered no such duty and the Court did not resolve the issue of what would happen in the event of such a duty existing, but it did observe that “such a duty . . . would not transform defendants’ distant inaction into knowing and substantial assistance” to support the aiding and abetting claim.\footnote{Id.}

The history of deplatforming and common-carrier obligations suggests that the Court and plaintiffs may have missed an important common-law foundation for liability. Under the common law, there is a strong argument that tech platforms are common carriers.\footnote{See Sitaraman & Ricks, supra note 8.} That common-law designation would give them both duties to serve and potentially duties to deplatform, based on common-law tort liability. Indeed, as we have seen, courts have found platforms negligent for not excluding users who might foreseeably injure others.\footnote{See supra Section I.C.1.}

Platform liability rules might also apply to cloud computing. As Danielle D’Onfro has persuasively argued, common-law rules on bailment (liability for injuries when holding another’s property) should apply in the cloud computing context to digital property.\footnote{Danielle D’Onfro, The New Bailments, 97 WASH. L. REV. 97, 100-03 (2022).} If courts take up D’Onfro’s suggestion—or if legislatures step in—cloud-computing services might also face liability for negligence if user data in their possession is deleted, corrupted, or stolen. This, in turn, might push them to exercise greater care. To the extent that some users could create these harms to other users, cloud-computing services might need to adopt deplatforming policies in response. Indeed, some cloud platforms already have terms of service that partly track the reasonable deplatforming standard. The terms of service for Amazon Simple Notification Service, which is run by AWS, requires users not to transmit viruses or other harmful programs; not to violate or facilitate the violation of laws; and not to transmit sexually explicit material.\footnote{AWS Service Terms, AMAZON (Aug. 22, 2023), https://aws.amazon.com/service-terms [https://perma.cc/KKJ6-PMMA].} The terms of Amazon Simple Email Services note that access can be
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suspended or terminated if the service is used to send spam. In other words, cloud platforms already recognize that some users might harm others — and seek to preventively deplatform that harmful behavior.

CONCLUSION

Despite the contemporary controversy over deplatforming from social-media platforms, the practice of reasonable deplatforming is longstanding in American history. Whether under the common law of innkeepers and common carriers, or within the transportation, communications, energy, or banking sectors, platforms have often had obligations to serve the public — but they have also had the ability to exclude or eject individuals and content in limited circumstances. As lawmakers, judges, and commentators consider the rights and obligations of tech platforms, they should recognize that the American tradition has not been one of either an absolute duty to serve or an absolute right to exclude. Instead, the American tradition has been one of reasonable deplatforming.

375. Id.